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Abstract

We present an alternative approach to some results of Koldobsky on measures of sections of sym-
metric convex bodies, which allows us to extend them to the not necessarily symmetric setting. We
prove that if K is a convex body in R"™ with 0 € int(K) and if y is a measure on R™ with a locally
integrable non-negative density g on R", then

k
u(K) < (C\/nfk) pmax ,LL(KQF)"K|%

n,n—k

for every 1 < k < n —1. Also, if y is even and log-concave, and if K is a symmetric convex body in R"
and D is a compact subset of R" such that u(K NF) < u(DNF) for all F € Gy n—k, then

p(K) < (ckLn-x)" p(D),

where L, is the maximal isotropic constant of a convex body in R®. Our method employs a generalized
Blaschke-Petkantschin formula and estimates for the dual affine quermassintegrals.

1 Introduction

In this article we discuss lower dimensional versions of the slicing problem and of the Busemann-Petty
problem, both in the classical setting and in the generalized setting of arbitrary measures in place of volume,
which was put forward by Koldobsky for the slicing problem and by Zvavitch for the Busemann-Petty
problem. We introduce an alternative approach which is based on the generalized Blaschke-Petkantschin
formula and on asymptotic estimates for the dual affine quermassintegrals.

The classical slicing problem asks if there exists an absolute constant C; > 0 such that for every n > 1
and every convex body K in R™ with center of mass at the origin (we call these convex bodies centered) one
has

(1.1) K" <C; max |K N6,
fesn—1

It is well-known that this problem is equivalent to the question if there exists an absolute constant Cy > 0
such that

(1.2) L, := max{Lg : K is isotropic in R"} < Cy

for all n > 1 (see Section 2 for background information on isotropic convex bodies and log-concave probability
measures). Bourgain proved in [2] that L, < ¢¢/nlogn, and Klartag [10] improved this bound to L, < c+/n.
A second proof of Klartag’s bound appears in [I1]. From the equivalence of the two questions it follows that

n—1
n

1 4 1
. ~ n ~X
(1.3) | K| <cal, max |[KNO-| <cav/n max |KNO-|
oS-t feSn—1

for every centered convex body K in R™.



The natural generalization, the lower dimensional slicing problem, is the following question: Let 1 < k <
n — 1 and let o, , be the smallest positive constant & > 0 with the following property: For every centered
convex body K in R"™ one has

n—k

(1.4) | K|

<aof max |KNF|
FeG

n,n—=k
Is it true that there exists an absolute constant Cs > 0 such that o, , < C3 for all n and k7

From ([1.3) we have «, 1 < cL,, for an absolute constant ¢ > 0. We also restrict the question to the class of
symmetric convex bodies and denote the corresponding constant by afi)k.
The problem can be posed for a general measure in place of volume. Let g be a locally integrable

non-negative function on R™. For every Borel subset B C R™ we define

(1.5) u(B) = /B o(x)d,

where, if B C F for some subspace F' € Gy, 5, 1 < s < n — 1, integration is understood with respect to the
s-dimensional Lebesgue measure on F'. Then, for any 1 < k < n — 1 one may define ay, (1) as the smallest
constant o > 0 with the following property: For every centered convex body K in R™ one has

(1.6) p(K) <o max (K N F)|K]|".

n,n—k

Koldobsky proved in [14] that if K is a symmetric convex body in R™ and if g is even and continuous on K
then

n 1
(1.7) () <y /i max (K 005 K]

n

n

= /|By | <1 for all 1 <k <n— 1. In other words, for the symmetric
(s)

where, more generally, v, 1 = |BY

(both with respect to p and K) analogue a,,; of a,, 1 one has

n,l
(1.8) sup agf))l(u) < c3v/n.
m

In [15], Koldobsky obtained estimates for the lower dimensional sections: if K is a symmetric convex body
in R™ and if g is even and continuous on K then

n

(V)" max p(KNF)|K|%

1.9 K) <
(1.9) W) < o plox

for every 1 < kK < n — 1. In other words, for the symmetric analogue ozif}c of ap, ;; one has

(1.10) sup aff}c(u) < cvn.
m

We provide a different proof of this fact; our method allows us to drop the symmetry and continuity assump-
tions.

Theorem 1.1. Let K be a conver body in R™ with 0 € int(K). Let g be a bounded locally integrable
non-negative function on R™ and let p be the measure on R™ with density g. For every 1 <k<n—1,

(1.11) W(K) < (c5x/n—k)kF max (K N F)-[K]%,

cGnn—rk

where c5 > 0 is an absolute constant. In particular, o, (1) < csv/n — k.



The classical Busemann-Petty problem is the following question. Let K and D be two origin-symmetric
convex bodies in R™ such that

(1.12) |K N6+ < |DNot|

for all § € S"~1. Does it follow that |K| < |D|? The answer is affirmative if n < 4 and negative if n > 5 (for
the history and the solution to this problem, see Koldobsky’s monograph [12]). The isomorphic version of
the Busemann-Petty problem asks if there exists an absolute constant Cy > 0 such that whenever K and D
satisfy we have |K| < C4|D|. This question is equivalent to the slicing problem and to the isotropic
constant conjecture (asking if {L,} is a bounded sequence). More precisely, it is known that if K and D are
two centered convex bodies in R™ such that holds true for all § € S"~!, then

n—1 n—1
(1.13) \K|" < esLn |D|"7,

where cg > 0 is an absolute constant.

The natural generalization, the lower dimensional Busemann-Petty problem, is the following question:
Let 1 < k <n—1 and let 3, be the smallest constant 3 > 0 with the following property: For every pair
of centered convex bodies K and D in R" that satisfy

(1.14) IKNF|<|DNF|

for all F' € Gy, 5, one has

n—k

(1.15) K|+ < g% DI

Is it true that there exists an absolute constant Cs > 0 such that (3, < C5 for all n and k7

From (1.13) we have 8,1 < ¢sLy, < c7¢/n for some absolute constant ¢; > 0. We also consider the same

question for the class of symmetric convex bodies and we denote the corresponding constant by 5SL

As in the case of the slicing problem, the same question can be posed for a general measure in place of
volume. For any 1 < k < n—1 and any measure 4 on R™ with a locally integrable non-negative density g one
may define 3, (1) as the smallest constant 8 > 0 with the following property: For every pair of centered
convex bodies K and D in R™ that satisfy (K N F) < (D N F) for every F € Gy, 15—k, one has

(1.16) u(K) < B*u(D).

Similarly, one may define the “symmetric” constant ﬂﬁf;ﬂ(p) Koldobsky and Zvavitch [21I] proved that

ﬁff)l (1) < /n for every measure p with an even continuous non-negative density. In fact, the study of these
questions in the setting of general measures was initiated by Zvavitch in [28], where he proved that the
classical Busemann-Petty problem for general measures has an affirmative answer if n < 4 and a negative
one if n > 5. We study the lower dimensional question and provide a general estimate in the case where p
has an even log-concave density.

Theorem 1.2. Let p be a measure on R™ with an even log-concave density g and let 1 <k <n—1. Let K
be a symmetric convex body in R™ and let D be a compact subset of R™ such that

(1.17) WEKNF)< u(DNF)
forall F € Gy, —j. Then,
(1.18) H(K) < (cskLo—x)* (D),

where cg > 0 is an absolute constant.



We prove Theorem and Theorem in Section 4. Our main tools are the generalized Blaschke-
Petkantschin formula and Grinberg’s inequality for the dual affine quermassintegrals of a convex body. For
the proof of Theorem we also use a recent result of Dann, Paouris and Pivovarov. We introduce these
results in Section 3.

In Section 5 we collect some results for the case of volume; we obtain the following bounds for the
constants o, ; and By, k.

Theorem 1.3. For every 1 <k <n—1 we have
(119) Qo k < Eana

where ¢1 > 0 is an absolute constant. Moreover, for codimensions k which are proportional to n we have the
stronger bound

(1.20) < Eav/n/k (log(en/k))?,
where ¢ > 0 is an absolute constant. Finally,

(1.21) Buk < C3Ln

where ¢3 > 0 is an absolute constant, and

(1.22) Bu ke < Cav/n/k (log(en/k))?
where ¢4 > 0 is an absolute constant. One also has

(1.23) Ok < Bk

for alln and k.

Most of the estimates in Theorem are probably known to specialists; we just point out alternative
ways to justify them. In particular, Koldobsky has proved in [I7] that if A € (0,1) and k > An then

(1 —logA)3

(1.24) BY) <@ o

where ¢4 > 0 is an absolute constant; this is the symmetric analogue of (1.22). It should be also mentioned
that Koldobsky has proved (|1.20]) for all symmetric convex bodies K and any even measure p with a
continuous, even and non-negative density g (see Section 6 for a list of other related results).

We close this article with a general stability estimate in the spirit of Koldobsky’s stability theorem (see
Theorem [6.1]).

Theorem 1.4. Let 1 < k< n—1 and let K be a compact set in R™. If g is a locally integrable non-negative
function on R™ such that

(1.25) /KmFg(x)dx <e

for some € > 0 and for all F' € G, 1, then
k k
(1.26) / g(x)dx < (CQ\/?’L - k) |K|ne,
K

where cog > 0 is an absolute constant.



2 Notation and preliminaries

We work in R"™, which is equipped with a Euclidean structure (-,-). We denote the corresponding Euclidean

norm by || - [|2, and write BY for the Euclidean unit ball, and S™"~! for the unit sphere. Volume is denoted
by | -|. We write w,, for the volume of B} and o for the rotationally invariant probability measure on S™~*.

We also denote the Haar measure on O(n) by v. The Grassmann manifold G,, i, of k-dimensional subspaces
of R™ is equipped with the Haar probability measure v, . Let £ < n and F € G, . We will denote the
orthogonal projection from R™ onto F by Pp. We also define Br = By N F and Sp = S"" 1 N F.

The letters ¢, ¢/, c1, ca etc. denote absolute positive constants whose value may change from line to line.
Whenever we write a ~ b, we mean that there exist absolute constants ¢, co > 0 such that cia < b < coa.
Also if K, L C R™ we will write K ~ L if there exist absolute constants ¢q, co > 0 such that c; K C L C o K.

Convex bodies. A convex body in R” is a compact convex subset K of R™ with nonempty interior. We
say that K is symmetric if K = —K. We say that K is centered if the center of mass of K is at the origin,
Le. [ (x,0)de =0 for every 6 € 5"t

The volume radius of K is the quantity vrad(K) = (| K|/ |B§’|)1/ ", Integration in polar coordinates shows
that if the origin is an interior point of K then the volume radius of K can be expressed as

) )= ([ i)

where ||0||x = min{t > 0: 0 € tK}. The radial function of K is defined by px(f) = max{t > 0:¢0 € K},
0 € S"'. The support function of K is defined by h (y) := max{(z,y) : # € K}, and the mean width of
K is the average

(2.2) w(K) = /S  hk(®) do(6)

of hi on S"~!. The radius R(K) of K is the smallest R > 0 such that K’ C RBj. For notational convenience

we write K for the homothetic image of volume 1 of a convex body K C R", i.e. K := |K|~'/"K.
The polar body K° of a convex body K in R™ with 0 € int(K) is defined by

(2.3) K°:={yeR": (z,y) <lforallze K}.

The Blaschke-Santalé inequality states that if K is centered then |K||K°| < |By|?, with equality if and only
if K is an ellipsoid. The reverse Santalé inequality of Bourgain and V. Milman states that there exists an
absolute constant ¢ > 0 such that, conversely,

(2.4) (K[IK°)™ > ¢/n

whenever 0 € int(K). A convex body K in R™ is called isotropic if it has volume 1, it is centered, and if its
inertia matrix is a multiple of the identity matrix: there exists a constant Lx > 0 such that

(2.5) /K<x, 0)2dx = L%

for every @ in the Euclidean unit sphere S"~!. For every centered convex body K in R™ there exists an
invertible linear transformation T' € GL(n) such that T(K) is isotropic. This isotropic image of K is uniquely
determined up to orthogonal transformations.

For basic facts from the Brunn-Minkowski theory and the asymptotic theory of convex bodies we refer
to the books [25] and [I] respectively.

Log-concave probability measures. We denote by P,, the class of all Borel probability measures on R™
which are absolutely continuous with respect to the Lebesgue measure. The density of i € P, is denoted by
fu. We say that u € P, is centered and we write bar(u) = 0 if, for all § € S"~1,

(2.6) /n<x,0>d,u(m) = /n<m,9>fﬂ(x)dm =0.



A measure p on R" is called log-concave if p(AA + (1 — A\)B) > pu(A) u(B)*=* for any compact subsets A
and B of R™ and any A € (0,1). A function f : R” — [0,00) is called log-concave if its support {f > 0}
is a convex set and the restriction of log f to it is concave. It is known that if a probability measure pu is
log-concave and p(H) < 1 for every hyperplane H, then p € P, and its density f, is log-concave. Note that
if K is a convex body in R™ then the Brunn-Minkowski inequality implies that the indicator function 1k of
K is the density of a log-concave measure.

If 1 is a log-concave measure on R™ with density f,, we define the isotropic constant of 1 by

(2.7) Ly = (W) i [det COV(/J')]%T"’

where Cov(p) is the covariance matrix of  with entries

ov(p); = Jgn wi; fu () dw _ Jon ifu(@) da fo, xjfu (@) da
(2.8) C (M)z] = f]Rn fu(ﬁ) e fR" fu(x) . fR" fu(l‘) e

We say that a log-concave probability measure p on R™ is isotropic if bar(u) = 0 and Cov(u) is the identity
matrix and we write ZL,, for the class of isotropic log-concave probability measures on R™. Note that a
centered convex body K of volume 1 in R" is isotropic, i.e. it satisfies , if and only if the log-concave
probability measure p with density x — L% 1k, (x) is isotropic. We shall use the fact that for every
log-concave measure p on R™ one has

(2.9) Ly < KLy,

where k > 0 is an absolute constant (a proof can be found in [3, Proposition 2.5.12]).
Let p € P,. For every 1 < k < n—1 and every E € G, , the marginal of ;1 with respect to E is the
probability measure wg(u) with density

(210) Froot@) = [ Sty

It is easily checked that if u is centered, isotropic or log-concave, then 7g(u) is also centered, isotropic or
log-concave, respectively.

If 1 is a measure on R™ which is absolutely continuous with respect to the Lebesgue measure, and if f,
is the density of p and f,,(0) > 0, then for every p > 0 we define

(2.11) Kol = ) = = [T putrn)ar > 2O

From the definition it follows that K,(u) is a star body with radial function

(2.12) i o) = (fl(o) [ s ar) v

for z # 0. The bodies K, (1) were introduced by K. Ball who showed that if p is log-concave then, for every
p >0, Kp(p) is a convex body.
For more information on isotropic convex bodies and log-concave measures see [3].

3 Tools from integral geometry and auxiliary estimates

Our approach is based on the following generalized Blaschke-Petkantschin formula (see [26, Chapter 7.2] and
[8, Lemma 5.1] for the particular case that we need):



Lemma 3.1. Let 1 < s < n— 1. There exists a constant p(n,s) > 0 such that, for every non-negative
bounded Borel measurable function f : (R™)* = R,

(3.1) / fz,.. .. ,xg)dxy - - duag
n R’”/
=p(n,s / / / flz1,...,xs) [conv(0, z1, ..., xs)|" " *dxy ... dxg duy s (F).

The exact value of the constant p(n,s) is

(nwp) -+ ((n— s+ Dwp—s+1) '

(3.2) p(r,s) = ()™ (sws) -+ (2w )

Let K be a compact set in R™. Applying Lemma with s = n — k for the function f(x1,...,2n—k) =
ITi5 1 (1) we get

(3.3) |K|”*k =p(n,n—k) / / e / |conv(0, 21, ..., xn_k)|kdx1 o dTp g dvp ik (F).
nn—k Y KNF KNF

We will use some basic facts about Sylvester-type functionals. Let D be a convex body in R™. For every p > 0
we consider the normalized p-th moment of the expected volume of the random simplex conv (0, 1, ..., Zm),
the convex hull of the origin and m points from D, defined by

1/p
(3.4) Sp(D) = <|Dm+P/ / |conv (0, xl,...7xm)|pdx1~-~dxm> .

Also, for any Borel probability measure v on R we define

(3.5) S, (v) = </m . /m lconv (0,21, .., o) [Pdi(1) - --du(a:m)>1/p.

Note that S,(D) is invariant under invertible linear transformations: S,(D) = S,(T'(D)) for every T €
GL(n). The next fact is well-known and goes back to Blaschke (see e.g. [3, Proposition 3.5.5]).

Lemma 3.2. Let v be a centered Borel probability measure on R™. Then,
(3.6) m! S3(v) = det(Cov(v)).

In particular, if D is centered then
(3.7) S2(D) = =L,

Holder’s inequality shows that the function p — S,(D) is increasing on (0,00). We will need the next
reverse Holder inequality.

Lemma 3.3. There exists an absolute constant § > 0 such that, for every log-concave probability measure v
on R™ and every p > 1,

(3.8) Sp(v) < (0p)™ Si(v).

In particular, for every convex body D in R™ and every p > 1,

(3.9) Sp(D) < (6p)™ S1(D).



Proof. We use the fact that there exists an absolute constant § > 0 with the following property: if v € P,
is a log-concave probability measure then, for any seminorm u : R™ — R and any ¢ > p > 1,

(3.10) (/. |u<x>|qdu<x>)1/q <o u<x>|pdu<x>)l/p.

This is a consequence of Borell’s lemma (see e.g. [3, Theorem 2.4.6]). Next, recall that
1
(3.11) lconv (0, 1, ..., &Tm)| = %| det(x1,...,Zm)]-

The function u; : R™ — R defined by z; — |det(z1, ..., x,)| for fixed z; in R™, j # 4, is a seminorm, as is
the function v; : R™ — R defined by

(3.12) .Til—>/ / |det(z1, ..., &m)|deir1 -+ - dXm,

for fixed x; (1 < j < i) in R™. By consecutive applications of Fubini’s theorem and of (3.10) we obtain

(38)- =
=" /|B2~F| and p(n,n — k); both

The next lemma gives upper bounds for the constants v, = |B%|
constants appear frequently in the next sections.

Lemma 3.4. For every 1 < k <n —1 we have
(3.13) e <y <1 and [V ip(n,m — k)}ik(nl_k) ~v/n —k.

Proof. Recall that

n—k

(3.14) Tnk = wWn" JWn_k.

Using the log-convexity of the Gamma function one can check that e—*/2

[18, Lemma 2.1].
In order to give an upper bound for p(n,n — k) we start from the fact that w, = 72 /I’ (5 + 1) and use
Stirling’s approximation. Recall that

< Yn,k < 1. A proof appears in

(nwn) - ((k + Dwisr)
((n— k)wn—g) - - (2w2)w1

n v
TL) Hs:k—i—l F(%-‘rl)
n—k gs/2

Hs:l F(%-ﬁ-l)
n—k s
_ ((n . k)')k (n)ﬂk(n2k) HS:] T (E
! n 3 N
k Hs:k+1 r (5 + )

(3.15) p(n,n —k) = ((n— k)H*

where we have used the identity

1< 1<y 1
(3.16) 3 ; s=3 s:i(n(n—i—l)—k(k+1)—(n—k)(n—k+1)):§k(n—k‘).
s=k+1 s=1

Using the estimate

(3.17)
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we get

(319 =) < (0= B re) e () ) H_HH_ ot
Let

(3.19) fo=1.92.3% ..,

It is known that

(3.20) f o~ AmE Tt B

as m — oo, where A > 0 is an absolute constant (the Glaisher-Kinkelin constant, see e.g. [7]). Note that

n—k n(n—k) nek n—k (n+1)(n—k)
Wn_k r (E + 1) 2

3.21) = Rt = 2

( : ’77171“ n—=k

it rey < () G < ()

Using the fact that n? = k? 4+ (n — k)? + 2k(n — k) we get

(3 22) — AT (tktnk)m - e <k>4(l;+_1k) (n—k>n4kk+1 ( n >n2+kl
: Tnk —r S =\
' tn vn \n n n—k
k41 n+k+4+1
< c1 k 4(n—k) n 4k
S \n n—k
kt1 n—k 2k+1
< C1 k 4(n—k) n 2k n 1k
= ﬁ n n—=k n—=k
<G Vn o
= vn n—k Vn—k
Since

ety nen [\ 2 o=
(3.23) ((n— k)!)k(%e)%eT ( ) ] < estn— ),

we see that
(3.24) (Vpp(n,n — k)] Fem < cov/n — k

for every 1 < k <n — 1, where ¢y > 0 is an absolute constant. The reverse inequality can be obtained from
similar computations, but we will not need it in the sequel. O

Remark 3.5. An alternative way to give an upper bound for p(n,n — k) is to start by rewriting (3.3)) in the
form

(3.25) |K|" % = p(n,n — k) / |K N F|"[Sk(K N F)]Fdvy, i (F).

Gn,nfk

In particular, setting K = By we see that if k¥ > 2 then

(326) Wl = plnn — oSk (BRI > pln,n — kel [S,(By )
L k(n=k) o k(n—Fk)
> pln,n— Ky (B > i = 0t (2 )



where ¢; > 0 is an absolute constant, which implies that
(3.27) p(nn— k) < oV — k)0,

where ¢y = ¢;'. For the case k = 1 we can use the fact that S;(K N F) > §~ (DS, (K N F) for every
F € G, n—1, and then continue as above. The final estimate is exactly the same as in Lemma

(3.28) [W;Zp(n, n—k)] RGa=F) < covn — k,

and this is what we use in this article. However, the proof of Lemma shows that this estimate is tight
for all n and k; one cannot expect something better.

For the proof of Theorem we will additionally use the next theorem of Dann, Paouris and Pivovarov
from [6].

Theorem 3.6 (Dann-Paouris-Pivovarov). Let u be a non-negative, bounded integrable function on R™ with
lwl|l1 > 0. For every 1 < k <m — 1 we have

(3.29) /G m < /F u(x)dx>ndun,nk(F) <y < / ) u(ac)dx) "

n,n—k

The proof of this fact combines Blaschke-Petkantschin formulas with rearrangement inequalities, and
develops ideas that started in [24].

Finally, we use Grinberg’s inequality for the dual affine quermassintegrals (introduced by Lutwak, see
[22] and [23]) of a convex body K in R™. We use the normalization of [5]: we assume that the volume of K
is equal to 1 and we set

1
T
(3.30) By (K) = ( / K0 F"dun,n_kw))
Gn,nfk
for every 1 < k < m— 1. One can extend the definition to bounded Borel subsets of R™. Grinberg [9] proved

the following.

Theorem 3.7 (Grinberg). Let K be a compact set of volume 1 in R™. For anyl1 < k<n—1andT € SL(n)
we have

(3.31) D (K) = py(T(K)).
Moreover,
(3.32) Py (K) < py(By),

where E;‘ is the Fuclidean ball of volume 1.

We can use Grinberg’s theorem for compact sets; this can be seen by inspection of his argument (for this
more general form see also [8, Section 7]). Direct computation and Lemma [3.4| show that

~ —n wz, ﬁ _
(3.33) Ppy(By) = ( n_Z) =" < Ve

n

10



4 Measure estimates for lower dimensional sections

In this section we prove Theorem [T.1] and Theorem [I.2

Proof of Theorem Let u be a Borel measure with a bounded locally integrable non-negative density
g on R™. We consider a convex body K in R™ with 0 € int(K), and fix 1 < k < n—1. Applying Lemma[3.1]
with s = n — k for the function f(z1,...,2p—k) = H?;lk g(zi) 1k (x;) we get

(4.1)

n—=k
wky =TT [ gtepde = [ o [ g mndon . dony
i=1 7K " R™

:p(n,n—k)/ / / g(x1) - g(Xn_k) |c0nv(0,x1,...,xn_k)|kdx1 e dTp_ g Ay — i (F)
Gn,nfk KNF KNF

<p(n7n—k)/c

:p(n,nfk)/ IKNF* (KN F)"*dv, ,_x(F)
G

n,n—k

/ / g(xl)---g(:rn,k)|KﬁF|kd;v1...d:1:n,k Avy - (F)
KNF KNF

n,n—k

< max u(KﬂF)"‘k-p(n,n—k:)/ |K N F*dvy 1 (F).

FGGn,nfk Ghnon—k

In order to estimate the last integral, note that if K = |K —% K then

k(n—k)

(4.2) / KN F|*dvp, n(F)=|K|" 7 / KN F|*dvpy ., 1(F)
Gn,nfk Gn,”*k

< |k (/G KnF" dz/mn_k(F))
n,n—=k

k(n—k)
< K|
G

k(n—k)

< Yk K

3=

3=

By NF|" dynynk(F)>

n,n—k

by Theorem and (3.33)). Taking into account Lemma we see that

k(n—k) (n—
(4.3) W(E)F < (CO\/n - k) Lmax (KN Fyrk g |2

€Gn n—k
and the result follows. O

We pass to the proof of Theorem Let 1 be a measure on R™ with a bounded locally integrable
density g. For any 1 < £k < n — 1 and any convex body K in R™ we would like to give upper and lower
bounds for p(K) in terms of the measures u(K NF'), F € Gy, n—g. A lower bound can be given without any
further assumption on g. At this point we use Theorem [3.6]

Proposition 4.1. Let g be a bounded locally integrable non-negative function on R™ and let v be the measure
on R™ with density g. For every compact set D in R™ we have

(4.4) /G WD O )i o 1(F) < 7225 (D)™,
n,n—k

11



Proof. We apply Theorem [B.0] to the function u = g - 1p. We simply observe that [|u|r||loe = [lg|prr |l <
gl for all F' € G p k. Also,

(4.5) / u(z)de = p(DNF) and / u(z)dx = p(D).
F n
Then, the lemma follows from (3.29). O

We can give an upper bound if we assume that g is an even log-concave function and K is a symmetric
convex body.

Proposition 4.2. Let p be a measure on R™ with an even log-concave density g. For every symmetric
convex body K in R™ and any 1 < k <n —1 we have

(/‘i(Sk‘Ln_k)k(n_k) 1
[(n—k)]5 gl

(4.6) w(K)" % < p(n,n — k) /G w(K N F)dvy, p—ik(F),

where k > 0 is the absolute constant in (2.9) and 6 > 0 is the absolute constant in Lemma (3.3]
Proof. We start by writing
(4.7)

n—=k
n—k __ z:)dr
u(K) —ELMM
n—k

=p(n,n — k) / / e / lconv (0, z1,...,2n_p)|" H g(x;)dzy ... dxp_g dvp p_ik(F)
Grom_r JKOF KNF pale}

= p(n,n — k) /G W O F) Sy dvmmi(F),

n,n—k

where purnp is the even log-concave probability measure with density gxnr = mg - 1gnr. From
Lemma [3.3] and Lemma [3.2] we have

det(Cov(pxnr)) ) :

(4.8) [Sk(prcnm)]* < (8K R [So ()] = (5k)H ) ( e

Now, since g is even and log-concave we have

90 gl
(4.9) lgrnrlle = WENF)  u(KNF)

Therefore, (2.7) implies that

[20=H) L )2k
(4.10) det(Cov(ugnr)) = —=25— < u(K N F)z%,

where k > 0 is the absolute constant in (2.9). It follows that

(k6K Ly )"0 p(K 0 F)*
(4.11) [St(nxor)]” < [(n— Z)!]é g%

Going back to (4.7) we get the result. O

12



Proof of Theorem [1.2] Combining Proposition [£.1] and Proposition [£.2] we see that

K e k(n—k)

(1.12) WK™ < plnn— k) ‘?L 2)),],5 o L PP
K k(n—k)

< p(mm — k)’ ‘?L ’;j),]g il IV

n,n—k

(kOkLy )% 1
(=K"=  lgllk
< (eskLp_p)* ™8 (D)

D)k

< p(n,n - k)

for some absolute constant cg > 0, where in the last step we have used the estimate

(4.13) p(nn— k) < i (cov/n — k)

from Lemma [3.4] This completes the proof. O

k(n—k)

5 Volume estimates for lower dimensional sections

In this section we collect some estimates for the volume version of the slicing problem and of the Busemann-
Petty problem. We will give two upper bounds for o, ;. These are essentially contained in the works of
Dafnis and Paouris [5] and [4] respectively.

Proposition 5.1. Let 1 <k < n— 1. For every centered convexr body K in R™ one has

n—k
. < (e k
(5.1) K| (e1Lx)* | max |KNF|

ok
where ¢1 > 0 is an absolute constant. In particular,

(5.2) nk < cv/n,

where ¢ > 0 is an absolute constant.

Proof. We may assume that the volume of K is equal to 1. It is clear that

(5.3) (I)[k](K) < » max |KNF|*

n,n—k
By the affine invariance of &)[k], if K, is an isotropic image of K we have

~ ~ 1
(5.4) (b[k](Kl) = (D[k](K) < Ferélax |[KNF|*.

n,n—k

Now, we use some standard facts from the theory of isotropic convex bodies (see [3, Chapter 5]). For every
1<k<n-—1and F € Gy p_p, the body Kj11(mpr (1K, )) satisfies

L——
(5.5) Ky N F|Y* s o e (b))
Lk

where ¢; > 0 is an absolute constant. It follows that

(5.6) Dy (K1) L > (/G

L
kn

k
(clLKk+1(7rFl (1re, ))) ndyn,nk(F)>

n,n—=k

13



Since Lm(ﬂFL(HKl)) > ¢y for every F' € Gy, ,,—k, where co > 0 is an absolute constant, we get

1
kn

(5.7) Bpy (K1) L > (/G (ClLM(nFmKl)))k"d”n,nk(F)> > crcg,

n,n—k

and the result follows from (5.4) with ¢; = (c1e2) 7. O

The next proposition provides a better bound in the case where the codimension k is “large”.

Proposition 5.2. Let 1 < k <n— 1. For every centered conver body K in R™ one has

n—k

< (zm/n/k (log(en/k))%>k Lnax KA F),

nn—k

(5.8) \K

where ¢ > 0 is an absolute constant. In particular,

(5.9) < Eav/n/k (log(en/k))? .

Proof. We may assume that the volume of K is equal to 1. We consider the quantities

(5.10) Wik (K) = (/G

and

1
&
|K N F|dun’k(F)>

n,n—k

1

(5.11) rat) = ([ alta)

Integration in polar coordinates shows that

(n — k)wn—k

- ve _
(5.12) Wi (K)-4() = ) = B

NWn,

1/k
and that (w> ~ /n. It was proved in [4] (see Theorem 5.2 and Lemma 5.6) that there exists

NWwny,

T € SL(n) such that the body Ky = T(K) satisfies

(5.13) I_1(K>3) < exn/n/n/k (log(en/k))? .

By the affine invariance of &)[k] (K) and by Holder’s inequality we have

1 = = 4 CQ\/’H
5.14 KNF|x 2 ®1(K) =P(Ke) =2 Wi(Ke) 2 ————
(5.14) B | |¥ 2 Oy (K) = Oy (K2) 2 Wi (K2) T o(552)
and this completes the proof. O

We can also give two upper bounds for 3, ;. They are consequences of the next proposition.
Proposition 5.3. Let K and D be two centered conver bodies in R™ that satisfy
(5.15) IKNF|<|DNF|
forall F € Gy, p—i. Then,

~ — k
. & (D -
(5.16) K| < <““]()> D"+
Dy (K)

14



Proof. We have

(5.17) / |[KNF|"dvy pi(F) = |K\"*k/ IKNF|"dvyi(F) = |K|”’k[<i>[k] (K)]F
Gn,n—k Gn,n—k

and

(5.18) / |IDNF|" dvp p_i(F) = |D|”’k/ IDNF|"dvypi(F) = |D|"’k[<i>[k] (D)]*",
Gn,n—k Gn,nfk

where A = |A|~1/"A.
Now, from (5.15) we know that

(5.19) / |[KNF|"dvypn_i(F) < / |DNF|" dvpp—i(F),
Gn,n—k Gn,n—k
therefore
(5.20) K[ ¥ [y (F)]*" < [D[* ¥ [@ (D))"
The result follows. g

Remark 5.4. From (3.33]) we know that é[k] (D) < y/e. On the other hand, in the proof of Proposition
and Proposition 5.2 we checked that @ (K)Lk > ¢i and @y (K)+/n/k (log(en/k))? > co. Therefore, we
always have

&)[k] (b) 3
(5.21) ———— < c3Lg and ——= < cqy/n/k(log(en/k))2.
Opy(K) Dy (K)

Proof of Theorem The first two claims follow from Proposition [5.1] and Proposition [5.2] The next
two are a consequence of Proposition [5.3] and of the previous remark. O

Remark 5.5. Let us note that any upper bound for 3, , implies an upper bound for the lower dimensional
slicing problem in the symmetric case. To see this, consider a centered convex body K in R", fix 1 <k <n—1
and choose r > 0 such that

(5.22) max |KNF|=w, pr"F

€Gn,n—k

If we set B(r) = rBY then we have |K N F| < |B(r)N F| for all F' € Gy, p_p, therefore

§ = (Bug) wnr

(5.23) K" < (Bug) | B

It follows that

n—=k k
(5.24) K| Yk (Buk)” , max  [K O F|

R
Since v, < 1 we get:

Proposition 5.6. There exists an absolute constant ¢ > 0 such that
(5.25) ok < Bk

foralln>2 and 1 <k<n—1. O
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6 Concluding remarks

6.1. Koldobsky’s approach to the slicing problem for measures is based on the following stability theorem.

Theorem 6.1 (Koldobsky). Let 1 < k < n—1 and let K be a generalized k-intersection body in R™. If f
is an even continuous non-negative function on K such that

(6.1) / flz)dr <e
KNF
for some € > 0 and for all F' € G, 1, then
n k
2 < Y p—— | K| e
(62) | 1@y <nut Kl

The next theorem is a byproduct of our methods and provides a general stability estimate in the spirit
of Theorem [6.11

Theorem 6.2. Let 1 < k< n—1 and let K be a compact set in R™. If g is a locally integrable non-negative
function on R™ such that

(6.3) /Kan(gc)dx <e

for some € > 0 and for all F' € Gy, n—, then
k k
(6.4) / g(@)dz < (CO\/n - k:) K |%e.
K

Proof. Applying Lemma with s = n — k for the function f(z1,...,Zn—k) = H?;lk g(x;) 1k (x;) we get

(6.5)
n—~k
H / g(x;)dx gp(n,nfk)/ |KﬂF|k/ / g(x1) - g(Tn_r)dzr ... dep_g dvy i (F)
i=1 VK Gnyn—k KNF KNF
<plnn—k) [ K OFFUE P dv e (F)
Gn,n—k

< p(n,n — k)en* /G |K N F* AV - (F)

n,n—k

k(n—k) o)
< ngzp(n,n - k)gn_k < (Com) 5”_""'|K|¥7

using the assumption and the bound

k(n—k)

(6.6) [ RO PR (R <
Gnon—k

as well as Lemma [3.4] This shows that

k

(67) (/[ g(x)dx)nk=ﬁ [ stede < (covn=E) " e hpr 2,

and the result follows. O
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6.2. Recall that the class BP} of generalized k-intersection bodies in R”, introduced by Zhang in [27], is the
closure in the radial metric of radial k-sums of finite collections of origin symmetric ellipsoids. If we define

1/n
(6.8) ovr(K, BP};) = inf { (|ID(||) :KCD,De BPZ} ,

then Theorem directly implies the estimate

(6.9) w(K) < ovr(K,BP})k max u(KNF)K 0

Tn,k
n—=k " FeGnn—t

for any measure p with an even continuous density. Using (6.4)) and bounds for the quantities

(6.10) sup ovr(K,BP}),
KeCy,

Koldobsky (in some cases with Zvavitch) has obtained sharper estimates on the lower dimensional slicing
problem for various classes C,, of symmetric convex bodies in R™:

(i) If K > An for some A € (0,1) then one has (1.6) for all symmetric convex bodies K and all even
measures u, with a constant o depending only on A (see [16]; this result employs an estimate of
Koldobsky, Paouris and Zymonopoulou for ovr(K, BP}) from [20]).

(ii) If K is an intesection body then one has (1.6]) for all even measures p, with an absolute constant «;
this was proved by Koldobsky in [I3] for & = 1, and by Koldobsky and Ma in [19] for all k.

(iii) If K is the unit ball of an n-dimensional subspace of L,, p > 2 then one has (1.6) for all even measures
w, with a constant a < n? v (see [15]).

(iv) If K is the unit ball of an n-dimensional normed space that embeds in L,, p € (—n, 2] then one has
(1.6]) for all even measures u, with a constant depending only on p (see [16]).

(v) If K has bounded outer volume ratio then one has (1.6 for all even measures u, with an absolute
constant « (see [16]).

It would be interesting to see if our method can be used for the study of special classes of convex bodies.

6.3. Our proof of Theorem [I.2] makes essential use of the log-concavity of the measure p. It was mentioned in
the introduction that Koldobsky and Zvavitch [2I] have obtained the bound @(f)l(u) < /n for every measure
1 with an even continuous non-negative density. It would be interesting to see if our method can provide
this estimate, and possibly be extended to higher codimensions k, for more general classes of measures. It
would be also interesting to see if the symmetry assumptions on both K and p are necessary.
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