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Abstract

We provide general estimates which compare the quermassintegrals of a convex body K in Rn with
the averages of the corresponding quermassintegrals of the k-codimensional sections of K over Gn,n−k.
An example is the inequality

αn,k,j
Wj(K)

|K| 6
∫
Gn,n−k

Wj(K ∩ F )

|K ∩ F | dνn,n−k(F ) 6 βn,k,j
Wj(K)

|K|

where the constants αn,k,j and βn,k,j depend only on n, k and j, which holds true for any centrally
symmetric convex body K in Rn and any 0 6 j 6 n − k − 1 6 n − 1. Using these estimates we obtain
some positive results for suitable versions of the slicing problem for the quermassintegrals of a convex
body.

1 Introduction

In this article we provide a number of general double-sided inequalities comparing the quermassintegrals
of a convex body K in Rn with the averages of the corresponding quermassintegrals of the k-codimensional
sections of K over Gn,n−k. The starting point for studying this type of question is the slicing problem which
asks if there exists an absolute constant C1 > 0 such that for every n > 2 and every convex body K in Rn
with barycenter at the origin (we call these convex bodies centered) one has

|K|
n−1
n 6 C1 max

ξ∈Sn−1
|K ∩ ξ⊥|

where | · | denotes volume in the appropriate dimension. It is well-known that this problem is equivalent to
the question if there exists an absolute constant C2 > 0 such that

Ln := max{LK : K is an isotropic convex body in Rn} 6 C2

for all n > 1, where LK is the isotropic constant of K (we refer the reader to [3] for background information
on isotropic convex bodies). Bourgain proved in [2] that Ln 6 c1 4

√
n logn, and Klartag [14] improved this

bound to Ln 6 c2 4
√
n. After breakthrough work of Chen [6], Klartag and Lehec have recently established in

[15] the polylogarithmic in the dimension bound Ln 6 c3(lnn)
4. Even more recently, the method of [15] was

slightly refined in [13] where it was shown that Ln 6 c4(lnn)
2.2226. A closer examination of the equivalence

of the two questions shows that
|K|

n−1
n 6 c3Ln max

ξ∈Sn−1
|K ∩ ξ⊥|

for every centered convex body K in Rn. The natural generalization of the problem, the so-called lower
dimensional slicing problem, can be formulated as follows: Let 1 6 k 6 n − 1 and let αn,k be the smallest
positive constant α > 0 such that

|K|
n−k
n 6 αk max

H∈Gn,n−k

|K ∩H|
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for every centered convex body K in Rn, where Gn,k is the Grassmann manifold of all k-dimensional
subspaces of Rn. Then the question is if there exists an absolute constant C4 > 0 such that αn,k 6 C3 for
all n and k.

The slicing problem for surface area, instead of volume, is the question if there exists a constant αn,k
such that

(1.1) S(K) 6 αkn,k|K|
k
n max
F∈Gn,n−k

S(K ∩ F )

for every centrally symmetric convex body K in Rn, where S(A) denotes the surface area of a convex body
A in the appropriate dimension. A negative answer to this question was given in [4]. In fact, this was also
done for the natural generalization of the problem in which surface area is replaced by quermassintegrals
of other orders. Recall that if K is a convex body in Rn then the function |K + λBn2 |, where Bn2 is the
Euclidean unit ball in Rn, is a polynomial in λ ∈ [0,∞). We have

|K + λBn2 | =
n∑
j=0

(
n

j

)
Wj(K)λj ,

where Wj(K) is the j-th quermassintegral of K. This is the classical Steiner formula (see Section 2 for
background information on mixed volumes and quermassintegrals). The surface area S(K) of K satisfies

S(K) = nW1(K).

Given n > 2, 1 6 k 6 n and 0 6 j 6 n− k − 1, one may ask if there exists a constant αn,k,j > 0 such that

(1.2) Wj(K) 6 αkn,k,j |K|
k
n max
F∈Gn,n−k

Wj(K ∩ F )

for every centered (or centrally symmetric) convex body K in Rn. It was proved in [4] that one cannot expect
an upper bound of the form (1.2) even if sections are replaced by projections. More precisely, if n > 2,
1 6 k 6 n and 0 6 j 6 n− k − 1 then for every α > 0 there exists a convex body K in Rn such that

(1.3) Wj(K) > α |K| kn max
F∈Gn,n−k

Wj(PF (K)) > α |K| kn max
F∈Gn,n−k

Wj(K ∩ F ),

where PF (K) denotes the orthogonal projection of K onto F .
In Section 3 we explore the possibility to obtain some positive results for variants of this question. Our

first main result is the next theorem for the class of centered convex bodies.

Theorem 1.1. Let K be a centered convex body in Rn. For every 0 6 j 6 n− k − 1 6 n− 1 we have that

αn,k,j

(
n− k − j + 1

n+ 1

)n−k−j
Wj(K) 6

∫
Gn,n−k

|PF⊥(K)|Wj(K ∩ F )dνn,n−k(F ) 6 αn,k,j

(
n− j
k

)
Wj(K),

where αn,k,j =
ωn−kωn−j

ωn−k−jωn
.

Using the left hand side inequality of Theorem 1.1 one immediately gets

αn,k,j

(
n− k − j + 1

n+ 1

)n−k−j
Wj(K) 6 sk(K) · max

F∈Gn,n−k

Wj(K ∩ F ),

where
sk(K) :=

∫
Gn,k

|PF (K)|dνn,k(F ).

By Kubota’s formula (see (2.4) in Section 2) we have sk(K) = ωk

ωn
Wn−k(K), and hence we obtain:
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Corollary 1.2. Let K be a centered convex body in Rn. For every 0 6 j 6 n− k − 1 6 n− 1 we have that

(1.4) γn,k,j

(
n− k − j + 1

n+ 1

)n−k−j
Wj(K) 6Wn−k(K) · max

F∈Gn,n−k

Wj(K ∩ F ),

where γn,k,j =
ωn−kωn−j

ωn−k−jωk
.

This estimate, which is in the spirit of results from [4], shows that we can have some version of (1.2) if we
make the additional assumption that the natural parameter W 1/k

n−k(K)/|K|1/n of the body is well-bounded.
A different variant of (1.4) is obtained in [4], which involves the parameter

t(K) =

(
|K|

|r(K)Bn2 |

) 1
n

where r(K) is the inradius of K, i.e. the largest value of r > 0 for which there exists x0 ∈ K such
that x0 + rBn2 ⊆ K. It is proved in [4] that if K is a convex body in Rn with 0 ∈ int(K) then, for all
1 6 j 6 n− k 6 n− 1 we have that

(1.5)
Wj(K)

|K|
6 t(K)j max

F∈Gn,n−k

Wj(K ∩ F )
|K ∩ F |

.

Here, we improve (1.5) in two ways. First, we compare Wj(K)
|K| with the average of Wj(K∩F )

|K∩F | over all F ∈
Gn,n−k. Second, we show that the two quantities are equivalent up to constants depending only on the
dimensions n, k and j, with no dependence on any other parameter of the body.

Theorem 1.3. Let K be a centrally symmetric convex body in Rn. For any 0 6 j 6 n − k − 1 6 n − 1 we
have that

αn,k,j

(
n

k

)−1
Wj(K)

|K|
6
∫
Gn,n−k

Wj(K ∩ F )
|K ∩ F |

dνn,n−k(F ) 6 αn,k,j

(
n− j
k

)
Wj(K)

|K|
.

In Section 4 we study a variant of the slicing problem. Our starting point is a surface area variant of
the equivalence of the isomorphic Busemann–Petty problem with the slicing problem: Assuming that there
is a constant γn such that if K and D are centrally symmetric convex bodies in Rn that satisfy

S(K ∩ ξ⊥) 6 S(D ∩ ξ⊥)

for all ξ ∈ Sn−1, then S(K) 6 γnS(D), one can see that there is some constant c(n) such that

(1.6) S(K) 6 c(n)S(K)
1

n−1 max
ξ∈Sn−1

S(K ∩ ξ⊥)

for every convex body K in Rn. It was proved in [4] that an inequality of this type holds true in general. If
K is a convex body in Rn then

S(K) 6 AnS(K)
1

n−1 max
ξ∈Sn−1

S(K ∩ ξ⊥)

where An > 0 is a constant depending only on n. Actually, the result is first proved for an arbitrary
ellipsoid and then it is extended to any convex body, using John’s theorem. Here, we give a direct proof of
a more general result showing that an inequality analogous to (1.6) holds for any k and j, where k is the
codimension of the subspaces and j is the order of the quermassintegral that we consider. Note that (1.6)
corresponds to the case k = j = 1 of the next theorem.

Theorem 1.4. Let K be a centrally symmetric convex body in Rn. For every 0 6 j 6 n − k − 1 6 n − 1 we
have that

Wj(K)n−k−j 6 αn,k,j max
F∈Gn,n−k

Wj(K ∩ F )n−j ,

where αn,k,j > 0 is a constant depending only on n, k and j.
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Theorem 1.4 is a consequence of another double-sided inequality. Using the generalized Blaschke-
Petkantschin formula and integral-geometric results of Dann, Paouris and Pivovarov from [7] we show that
if K is a centrally symmetric convex body in Rn then for all 0 6 j 6 n− k − 1 6 n− 1 we have that
(1.7)

cn,k,j |K|n−kWk+j(K) 6
∫
K

· · ·
∫
K

W
(n−k)
j (conv{0, x1, . . . , xn−k})dxn−k · · · dx1 6 δn,k,j |K|n−kWk+j(K),

where cn,k,j and δn,k,j are constants depending only on n, k and j.
Using a variant of (1.7) we also obtain the next result.

Theorem 1.5. Let K be a centrally symmetric convex body in Rn. Then, for all 0 6 j 6 n− 1 and N > n+ 1
we have that

cn,N,j |K|NWj(K) 6
∫
K

· · ·
∫
K

Wj(conv{x1, . . . , xN}) dxN · · · dx1

where cn,N,j is a constant depending only on n,N and j.

Theorem 1.5 is related to a result of Hartzoulaki and Paouris from [12] which asserts that, among all
convex bodies K of volume 1 in Rn, the expected value∫

K

· · ·
∫
K

Wj(conv{x1, . . . , xN}) dxN · · · dx1

is minimized when K is the Euclidean ball Dn of volume 1. In other words, for every convex body K in Rn
we have

(1.8) An,N,j |K|N+n−j
n 6

∫
K

· · ·
∫
K

Wj(conv{x1, . . . , xN}) dxN · · · dx1

for some constant An,N,j > 0, with equality if and onlly if K = Dn (see also [17] for the characterization of
the cases of equality). This inequality generalizes to the setting of quermassintegrals a well-known result of
Groemer [11] (see also [21] and [10]) which concerned the expected value of the volume of conv{x1, . . . , xN}.
All these results are proved via Steiner symmetrization, and hence, the left hand-side of (1.8) involves only
the volume of K and is not sensitive to the value of Wj(K). Since

Wj(K) > |K|
n−j
n

by the Aleksandrov inequalities, Theorem 1.5 provides a stronger estimate if we ignore the values of the
constants.

2 Mixed volumes and Quermassintegrals

We work in Rn, which is equipped with the standard inner product 〈·, ·〉. We denote by ‖ · ‖2 the Euclidean
norm, and write Bn2 for the Euclidean unit ball and Sn−1 for the unit sphere. Volume is denoted by | · |.
We write ωn for the volume of Bn2 and σ for the rotationally invariant probability measure on Sn−1. The
Grassmann manifold Gn,k of all k-dimensional subspaces of Rn is equipped with the Haar probability
measure νn,k. For every 1 6 k 6 n− 1 and F ∈ Gn,k we write PF for the orthogonal projection from Rn onto
F .

A convex body in Rn is a compact convex subset K of Rn with non-empty interior. We say that K is
centrally symmetric if x ∈ K implies that −x ∈ K, and that K is centered if its barycenter 1

|K|
∫
K
x dx is at

the origin. The support function of a convex body K is defined by hK(y) = max{〈x, y〉 : x ∈ K}, and the
mean width of K is

w(K) =

∫
Sn−1

hK(ξ) dσ(ξ).
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The circumradius of K is the quantity R(K) = max{‖x‖2 : x ∈ K} i.e. the smallest R > 0 for which
K ⊆ RBn2 . We write r(K) for the inradius of K, the largest r > 0 for which there exists x0 ∈ K such that
x0 + rBn2 ⊆ K. If 0 ∈ int(K) then we define the polar body K◦ of K by

K◦ := {y ∈ Rn : 〈x, y〉 6 1 for all x ∈ K}.

The cone probability measure µK on the boundary ∂(K) of a convex body K with 0 ∈ int(K) is defined by

µK(B) =
|{rx : x ∈ B, 0 6 r 6 1}|

|K|

for all Borel subsets B of ∂(K). We shall use the identity

(2.1)
∫
Rn

f(x) dx = n |K|
∫ ∞
0

rn−1
∫
∂(K)

f(rx) dµK(x) dr

which holds for every integrable function f : Rn → R (see [16, Proposition 1]).
Minkowski’s theorem, and definition of the mixed volumes, states that if K1, . . . ,Km are non-empty,

compact convex subsets of Rn, then the volume of λ1K1 + · · · + λmKm is a homogeneous polynomial of
degree n in λi > 0. One can write

|λ1K1 + · · ·+ λmKm| =
∑

16i1,...,in6m

V (Ki1 , . . . ,Kin)λi1 · · ·λin ,

where the coefficients V (Ki1 , . . . ,Kin) are invariant under permutations of their arguments. The coefficient
V (Ki1 , . . . ,Kin) is the mixed volume of Ki1 , . . . ,Kin . In particular, if K and D are two convex bodies in Rn
then the function |K + λD| is a polynomial in λ ∈ [0,∞):

|K + λD| =
n∑
j=0

(
n

j

)
Vn−j(K,D) λj ,

where Vn−j(K,D) = V ((K,n− j), (D, j)) is the j-th mixed volume of K and D (we use the notation (D, j)
for D, . . . ,D j-times). If D = Bn2 then we set Wj(K) := Vn−j(K,B

n
2 ) = V ((K,n − j), (Bn2 , j)); this is the

j-th quermassintegral of K. The intrinsic volumes Vj(K) of K are defined for 0 6 j 6 n by

(2.2) Vj(K) =

(
n
j

)
ωn−j

Wn−j(K).

Thus, Steiner’s formula can be written in the following two equivalent ways:

|K + λBn2 | =
n∑
j=0

(
n

j

)
Wj(K)λj =

n∑
j=0

ωn−jVj(K)λn−j .

The mixed volume Vn−1(K,D) can be expressed as

(2.3) Vn−1(K,D) =
1

n

∫
Sn−1

hD(θ)dσK(θ),

where σK is the surface area measure of K; this is the Borel measure on Sn−1 defined by

σK(A) = m({x ∈ bd(K) : the outer normal to K at x belongs to A}),

where m is the Hausdorff measure on bd(K). In particular, the surface area S(K) := σK(Sn−1) of K
satisfies

S(K) = nW1(K).
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Kubota’s integral formula expresses the quermassintegral Wj(K) as an average of the volumes of (n − j)-
dimensional projections of K:

(2.4) Wj(K) =
ωn
ωn−j

∫
Gn,n−j

|PF (K)|dνn,n−j(F ).

Applying this formula for j = n− 1 we see that

Wn−1(K) = ωnw(K).

Aleksandrov’s inequalities (see [5] and [19]) imply that if we set

(2.5) Qj(K) =

(
Wn−j(K)

ωn

) 1
j

=

(
1

ωj

∫
Gn,j

|PF (K)| dνn,j(F )

) 1
j

,

then j 7→ Qj(K) is decreasing. In particular, for every 1 6 j 6 n− 1 we have

(2.6) vrad(K) :=

(
|K|
ωn

) 1
n

6

(
1

ωj

∫
Gn,j

|PF (K)| dνn,j(F )

) 1
j

6 w(K).

Another consequence of Aleksandrov’s inequalities is the following Brunn-Minkowski inequality for the
quermassintegrals: one has

(2.7) Wj(K +D)
1

n−j >Wj(K)
1

n−j +Wj(D)
1

n−j

for all j = 0, . . . , n− 1 and any pair of convex bodies K and D in Rn.
We refer to the books [9] and [19] for basic facts from the Brunn-Minkowski theory and to the books [1]

and [3] for basic facts from asymptotic convex geometry.

3 Proof of Theorem 1.1 and Theorem 1.3

In this section we prove Theorem 1.1 and Theorem 1.3. Consider the set An,k of k-dimensional affine
subspaces of Rn equipped with the Haar probability measure µn,k. Our starting point is Crofton’s formula
(see [20, Theorem 5.1.1]).

Theorem 3.1. Let K be a convex body in Rn. For any 1 6 j 6 k 6 n− 1 we have that∫
An,k

Vj(K ∩ F ) dµn,k(F ) =
(
k
j

)
ωkωn−k+j(
n
k−j
)
ωjωn

Vn−k+j(K).

Using (2.2) for K and K ∩ F , F ∈ Gn,k, we rewrite the assertion of Theorem 3.1 as follows:∫
An,k

Wk−j(K ∩ F ) dµn,k(F ) =
ωkωn−k+j
ωjωn

Wk−j(K).

Equivalently, for all 0 6 j 6 n− k − 1 6 n− 1,∫
An,n−k

Wj(K ∩ F ) dµn,n−k(F ) =
ωn−kωn−j
ωn−k−jωn

Wj(K).

Note that (see e.g. [20, Section 5.1])∫
An,n−k

Wj(K ∩ F ) dµn,n−k(F ) =
∫
Gn,n−k

∫
F⊥

Wj(K ∩ (x+ F )) dx dνn,n−k(F )(3.1)

=

∫
Gn,k

∫
F

Wj(K ∩ (x+ F⊥)) dx dνn,k(F ).

We shall use the next set of inequalities of Rogers–Shephard type.
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Lemma 3.2. Let K be a centered convex body in Rn. For every F ∈ Gn,k and 0 6 j 6 n− k − 1 6 n− 1 we
have that (

n− j
k

)−1
|PF (K)|Wj(K ∩ F⊥) 6

∫
F

Wj(K ∩ (x+ F⊥)) dx

6

(
n+ 1

n− k − j + 1

)n−k−j
|PF (K)|Wj(K ∩ F⊥).

Proof. We follow the proof of the Rogers-Shephard inequality (see [18]). For the left hand-side inequality, let
x ∈ PF (K) and t = ‖x‖PF (K) ∈ [0, 1], where ‖ · ‖PF (K) is the Minkowski functional of PF (K). Then, there
exists z ∈ F⊥ such that x+ tz ∈ tK, therefore

K ∩ (x+ F⊥) ⊇ (1− t)(K ∩ F⊥) + x+ tz.

Then,

Wj(K ∩ (x+ F⊥)) = V (K ∩ (x+ F⊥);n− k − j, Bn−k2 ; j) > V ((1− t)(K ∩ F⊥);n− k − j, Bn−k2 ; j)

= (1− t)n−k−jV (K ∩ F⊥;n− k − j, Bn−k2 ; j) = (1− t)n−k−jWj(K ∩ F⊥).

It follows that
Wj(K ∩ (x+ F⊥)) > (1− ‖x‖PF (K))

n−k−jWj(K ∩ F⊥).

Integrating with respect to x ∈ F we obtain∫
F

Wj(K ∩ (x+ F⊥)) dx =

∫
PF (K)

Wj(K ∩ (x+ F⊥)) dx

>Wj(K ∩ F⊥)
∫
F

(1− ‖x‖PF (K))
n−k−j1PF (K)(x) dx,

because the support of x 7→Wj(K ∩ (x+F⊥)) is the projection PF (K) of K onto F . Now, changing to polar
coordinates with respect to the cone measure µ∂PF (K) of ∂PF (K) and using (2.1), we write∫

F

(1− ‖x‖PF (K))
n−k−j1PF (K)(x) dx = k|PF (K)|

∫
∂PF (K)

∫ 1

0

tk−1(1− ‖tθ‖PF (K))
n−k−1dt dµ∂PF (K)(θ)

= k|PF (K)|
∫ 1

0

tk−1(1− t)n−k−jdt =
(
n− j
k

)−1
|PF (K)|.

This proves the left hand-side inequality of the lemma. For the right hand-side inequality we write∫
F

Wj(K ∩ (x+ F⊥)) dx =

∫
PF (K)

Wj(K ∩ (x+ F⊥)) dx 6 |PF (K)| max
x∈F

Wj(K ∩ (x+ F⊥)).

Finally we use an inequality of Stephen and Yaskin (see [23]) for the quermassintegrals of centered convex
bodies, namely,

max
x∈F

Wj(K ∩ (x+ F⊥)) 6

(
n+ 1

n− k − j + 1

)n−k−j
Wj(K ∩ F⊥),

which extends Fradelizi’s inequality

(3.2) max
x∈F
|K ∩ (x+ F⊥)| 6

(
n+ 1

n− k + 1

)n−k
|K ∩ F⊥|

from [8] that had settled the volume case.
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From Lemma 3.2 we can easily deduce Theorem 1.1.

Proof of Theorem 1.1. Let K be a centered convex body in Rn. For every 0 6 j 6 n − k − 1 6 n − 1 We
integrate the inequalities of Lemma 3.2 with respect to νn,k and recalling (3.1) we obtain

(3.3) αn,k,j

(
n− k − j + 1

n+ 1

)n−k−j
Wj(K) 6

∫
Gn,k

|PF (K)|Wj(K ∩ F⊥)dνn,k(F ) 6 αn,k,j

(
n− j
k

)
Wj(K),

where αn,k,j =
ωn−kωn−j

ωn−k−jωn
. Since∫

Gn,k

|PF (K)|Wj(K ∩ F⊥)dνn,k(F ) =
∫
Gn,n−k

|PF⊥(K)|Wj(K ∩ F )dνn,n−k(F ),

this is equivalent to the assertion of the theorem.

We pass now to the proof of Theorem 1.3. First we prove a version of the result for centered convex
bodies.

Theorem 3.3. Let K be a centered convex body in Rn. For any 0 6 j 6 n− k − 1 6 n− 1 we have

βn,k,j
Wj(K)

|K|
6
∫
Gn,k

Wj(K ∩ F⊥)
|K ∩ F⊥|

dνn,k(F ) 6 γn,k,j
Wj(K)

|K|
,

where βn,k,j = αn,k,j

(
n−k−j+1
n+1

)n−k−j (
n
k

)−1
and γn,k,j = αn,k,j

(
n−j
k

) (
n+1

n−k+1

)n−k
.

Proof. From the left hand-side inequality of Theorem 1.1 and the Rogers-Shephard type inequality

(3.4) |PF (K)| |K ∩ F⊥| 6
(
n

k

)
|K|

of Spingarn (see [22]) we obtain the left hand-side inequality of the theorem. Next, using Fubini’s theorem
and (3.2) we see that

|K| =
∫
PF (K)

|K ∩ (x+ F⊥)| dx 6 |PF (K)| max
x∈PF (K)

|K ∩ (x+ F⊥)|(3.5)

6

(
n+ 1

n− k + 1

)n−k
|PF (K)| |K ∩ F⊥|,

and combining this estimate with the right hand-side inequality of Theorem 1.1 we obtain the right hand
side inequality of the theorem.

For the centrally symmetric case we may use some additional observations.

Proof of Theorem 1.3. Assuming that K is centrally symmetric, we have

Wj(K ∩ (x+ F⊥)) =Wj(K ∩ (−x+ F⊥))

for every x ∈ PF (K). We also have 1
2 [K ∩ (x + F⊥)] + 1

2 [K ∩ (−x + F⊥)] ⊆ K ∩ F⊥, and hence, by the
Brunn-Minkowski inequality (2.7) we get

Wj(K ∩ (x+ F⊥)) 6Wj(K ∩ F⊥)

for every x ∈ PF (K). It follows that∫
F

Wj(K ∩ (x+ F⊥)) dx 6 |PF (K)|Wj(K ∩ F⊥).
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Integrating over all F ∈ Gn,k and using (3.1) we get

αn,k,jWj(K) 6
∫
Gn,k

|PF (K)|Wj(K ∩ F⊥)dνn,k(F ).

Applying (3.4) we see that

αn,k,j

(
n

k

)−1
Wj(K)

|K|
6
∫
Gn,k

Wj(K ∩ F⊥)
|K ∩ F⊥|

dνn,k(F ).

Then, using the right hand side inequality of Theorem 1.1 and the fact that

|K| 6 |PF (K)| max
x∈PF (K)

|K ∩ (x+ F⊥)| = |PF (K)| |K ∩ F⊥|

holds for centrally symmetric convex bodies, we conclude that∫
Gn,k

Wj(K ∩ F⊥)
|K ∩ F⊥|

dνn,k(F ) 6 αn,k,j

(
n− j
k

)
Wj(K)

|K|
.

This shows that for any 0 6 j 6 n− k − 1 6 n− 1 we have

αn,k,j

(
n

k

)−1
Wj(K)

|K|
6
∫
Gn,k

Wj(K ∩ F⊥)
|K ∩ F⊥|

dνn,k(F ) 6 αn,k,j

(
n− j
k

)
Wj(K)

|K|
,

which is equivalent to the assertion of the theorem.

4 Proof of Theorem 1.4

In this section we prove Theorem 1.4. We start by introducing a number of tools that will be needed. Let
f1, . . . , fq be non-negative, bounded, integrable functions on Rd such that ‖fj‖1 > 0 for every j = 1, . . . , q.
Given a compact convex set C ⊂ Rq and p 6= 0, we define

FC,p(f1, . . . , fq) =

(∫
Rd

· · ·
∫
Rd

|[x1, . . . , xq]C|p
q∏
j=1

fj(xj)

‖fj‖1
dx1 · · · dxq

)1/p

,

where

[x1, . . . , xq]C =

{ q∑
j=1

cjxj : c = (cj) ∈ C
}

and |[x1, . . . , xq]C| is the volume of this set. The next theorem is due to Dann, Paouris and Pivovarov (see
[7, Theorem 4.4]).

Theorem 4.1. Let q and d be positive integers. Let f be a non-negative, bounded integrable function on Rd
with ‖f‖1 > 0. Let C ⊂ Rq be a compact convex set and p > 1. We set m = min(q, d, dim(C)). Then,

FC,p(f ; q) >
( ‖f‖1
ωd‖f‖∞

)m
d FC,p(1Bd

2
; q),

where FC,p(f ; q) = FC,p(f, . . . , f) (q times).

We also introduce some notation. Given a compact convex set L ⊂ Rm ⊂ Rn, we denote by W (n)
j (L) the

j-th quermassintegral of L in dimension n, which is defined by

W
(n)
j (L) = V (L;n− j, Bn2 ; j).

9



In the case where the j-th quermassintegral of L is taken in dimension m our notation will be the usual
one. Namely,

Wj(L) =W
(m)
j (L) = V (L;m− j, Bm2 ; j).

The next lemma gives the relation between W (n)
j (L) and W (m)

j (L). It is probably well-known but we include
a proof for completeness.

Lemma 4.2. Let K be a compact convex set in Rn and F ∈ Gn,n−k. Then,

W
(n)
k+j(K ∩ F ) =

ωk+j
(
n−k
j

)
ωj
(
n
k+j

) W
(n−k)
j (K ∩ F )

for all j = 1, . . . , n− k.

Proof. We can give a proof by induction on k. Note that if we consider a compact convex set T ⊂ Rn−1 ⊂ Rn
then

n∑
j=0

(
n

j

)
W

(n)
j (T )λj = |T + λBn2 | =

∫ λ

−λ
|(T + λBn2 ) ∩ (Rn−1 + ten)|n−1dt

=

∫ λ

−λ
|T + (λ2 − t2)1/2Bn−12 |n−1dt

=

n−1∑
j=0

(
n− 1

j

)
W

(n−1)
j (T )

∫ λ

−λ
(λ2 − t2)j/2dt

=

n−1∑
j=0

(
n− 1

j

)
W

(n−1)
j (T )λj+1ωj+1

ωj
.

Comparing the coefficients of the two polynomials we see that

W
(n)
j+1(T ) =

ωj+1

ωj

(
n−1
j

)(
n
j+1

)W (n−1)
j (T )

for all j = 1, . . . , n− 1. Now, induction shows that if T ⊂ Rn−1 ⊂ Rn then

W
(n)
k+j(T ) =

ωk+j
(
n−k
j

)
ωj
(
n
k+j

) W
(n−k)
j (T )

for all j = 1, . . . , n−k. The lemma follows if we identify F ∈ Gn,n−k with Rn−k and apply the above formula
to T = K ∩ F .

With these tools we are able to prove the next theorem.

Theorem 4.3. Let K be a centrally symmetric convex body in Rn. For all 0 6 j 6 n− k− 1 6 n− 1 we have
that

cn,k,j |K|n−kWk+j(K) 6
∫
K

· · ·
∫
K

W
(n−k)
j (conv{0, x1, . . . , xn−k})dxn−k · · · dx1 6 δn,k,j |K|n−kWk+j(K),

where cn,k,j =
ωj

ωk+jωn−k−j

1

(n−k
j )
FC,1(1Bn−k−j

2
;n− k) with C = conv{0, e1, . . . , en−k} and

δn,k,j =
ωj
ωk+j

(
n
k+j

)(
n−k
j

) .
10



Proof. First we prove the left hand side inequality. Let F ∈ Gn,n−k−j and define f : F −→ R+ by

f(x) = πF (1K)(x) = |K ∩ (x+ F⊥)|.

Then ‖f‖1 =
∫
F
|f(x)|dx =

∫
F
|K∩(x+F⊥)|dx = |K| and ‖f‖∞ = |K∩F⊥|. We set d = n−k−j, q = n−k,

p = 1, C = conv{0, e1, . . . , en−k} and m = min{n− k, n− k − j, n− k} = n− k − j. From Theorem 4.1 we
have that

1

|K|n−k

∫
K

· · ·
∫
K

|PF (conv{0, x1, . . . , xn−k})|dxn−k · · · dx1

=

∫
Rn

· · ·
∫
Rn

|conv{0, PF (x1), . . . , PF (xn−k)}|
n−k∏
j=1

1K(xj)

|K|
dxn−k · · · dx1

=

∫
F

· · ·
∫
F

|conv{0, x1, . . . , xn−k}|
n−k∏
j=1

πF (1K)(xj)

|K|
dxn−k · · · dx1

=

∫
F

· · ·
∫
F

|conv{0, x1, . . . , xn−k}|
n−k∏
j=1

f(xj)

‖f‖1
dxn−k · · · dx1

= FC,1(f ;n− k) >
( ‖f‖1
ωn−k−j‖f‖∞

)n−k−j
n−k−jFC,1(1Bn−k−j

2
;n− k)

=
FC,1(1Bn−k−j

2
;n− k)

ωn−k−j

|K|
|K ∩ F⊥|

>
FC,1(1Bn−k−j

2
;n− k)

ωn−k−j
(

n
n−k−j

) |PF (K)|,

where the last inequality comes from the Rogers-Shephard inequality |K| 6 |PF (K)| |K ∩ F⊥|. Integrating
both sides of this inequality over Gn,n−k−j we get

FC,1(1Bn−k−j
2

;n− k)
ωn−k−j

|K|n−kWk+j(K) 6
∫
K

· · ·
∫
K

W
(n)
k+j(conv{0, x1, . . . , xn−k})dxn−k · · · dx1.

Using the formula of Lemma 4.2 we obtain the result.
For the right hand side inequality we observe that PF (conv{0, x1, . . . , xn−k}) ⊆ PF (K) for every

x1, . . . , xn−k ∈ K, therefore we may write∫
K

· · ·
∫
K

|PF (conv{0, x1, . . . , xn−k})|dxn−k · · · dx1 6
∫
K

· · ·
∫
K

|PF (K)|dxn−k · · · dx1

= |K|n−k|PF (K)|.

Integrating both sides of this inequality over Gn,n−k−j as before, we get∫
K

· · ·
∫
K

W
(n)
k+j(conv{0, x1, . . . , xn−k})dxn−k · · · dx1 6 |K|n−kWk+j(K),

and using the formula of Lemma 4.2 we obtain the result.

We shall combine Theorem 4.3 with the generalized Blaschke-Petkantschin formula (see [20, Theo-
rem 7.2]).
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Lemma 4.4. Let 1 6 s 6 n− 1. There exists a constant p(n, s) > 0 such that, for any non negative bounded
Borel measurable function g : (Rn)s → R,∫

Rn

· · ·
∫
Rn

g(x1, . . . , xs)dxs · · · dx1

= p(n, s)

∫
Gn,s

∫
F

· · ·
∫
F

g(x1, . . . , xs)|conv{0, x1, . . . , xs}|n−sdxs · · · dx1 dνn,s(F ).

Theorem 4.5. Let K be a centrally symmetric convex body in Rn. For every 0 6 j 6 n − k − 1 6 n − 1 we
have that

Wk+j(K) 6 c−1n,k,j max
F∈Gn,n−k

Wj(K ∩ F )

where cn,k,j is the constant of Theorem 4.3.

Proof. From the left hand side inequality of Theorem 4.3 and the Blaschke-Petkantschin formula with
s = n− k we get

cn,k,j |K|n−kWk+j(K) 6
∫
K

· · ·
∫
K

W
(n−k)
j (conv{0, x1, . . . , xn−k})dxn−k · · · dx1

=

∫
Rn

· · ·
∫
Rn

W
(n−k)
j (conv{0, x1, . . . , xn−k})

n−k∏
i=1

1K(xi)dxn−k · · · dx1

= p(n, n− k)
∫
Gn,n−k

∫
F

· · ·
∫
F

W
(n−k)
j (conv{0, x1, . . . , xn−k})|conv{0, x1, . . . , xn−k}|k

n−k∏
i=1

1K(xi)

dxn−k · · · dx1νn,n−k(F )

= p(n, n− k)
∫
Gn,n−k

∫
K∩F

· · ·
∫
K∩F

W
(n−k)
j (conv{0, x1, . . . , xn−k})|conv{0, x1, . . . , xn−k}|k

dxn−k · · · dx1νn,n−k(F )

6 p(n, n− k)
∫
Gn,n−k

Wj(K ∩ F )
∫
K∩F

· · ·
∫
K∩F

|conv{0, x1, . . . , xn−k}|kdxn−k · · · dx1νn,n−k(F )

6 max
F∈Gn,n−k

Wj(K ∩ F ) · p(n, n− k)
∫
Gn,n−k

∫
K∩F

· · ·
∫
K∩F

|conv{0, x1, . . . , xn−k}|k

dxn−k · · · dx1νn,n−k(F )
= |K|n−k max

F∈Gn,n−k

Wj(K ∩ F ),

which gives the claim of the theorem.

Now, Theorem 1.4 follows from Theorem 4.5 and Aleksandrov’s inequalities.

Proof of Theorem 1.4. Let K be a centrally symmetric convex body in Rn and 0 6 j 6 n− k − 1 6 n− 1. By
Aleksandrov’s inequalities we have

(4.1) ωknWj(K)n−k−j 6Wk+j(K)n−j .

Combining this fact with the inequality of Theorem 4.5 we get

Wj(K)n−k−j 6 (ωknc
n−j
n,k,j)

−1 max
F∈Gn,n−k

Wj(K ∩ F )n−j

and the proof is complete.
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Assuming that K is centered, we may repeat the proof of Theorem 4.3, the only difference being that for
the function f(x) = πF (1K)(x) = |K ∩ (x+ F⊥)| we have

‖f‖∞ 6
( n+ 1

k + j + 1

)k+j
|K ∩ F⊥|

by Fradelizi’s inequality (3.5). Then, we have the following analogues of Theorem 4.5 and Theorem 1.4.

Corollary 4.6. Let K be a centered convex body in Rn. Then, for all 0 6 j 6 n− k − 1 6 n− 1 we have that

c′n,k,j |K|n−kWk+j(K) 6
∫
K

· · ·
∫
K

W
(n−k)
j (conv{0, x1, . . . , xn−k}) dxn−k · · · dx1 6 δn,k,j |K|n−kWk+j(K),

where c′n,k,j = cn,k,j

(
n+1
k+j+1

)−(k+j)
and δn,k,j is the constant in Theorem 4.3.

Corollary 4.7. Let K be a centered convex body in Rn. Then, for all 0 6 j ≤ n− k − 1 6 n− 1 we have that

Wk+j(K) 6 (c′n,k,j)
−1 max

E∈Gn,n−k

Wj(K ∩ E)

and
Wj(K)n−k−j 6 (ωknc

′
n,k,j

n−j
)−1 max

E∈Gn,n−k

Wj(K ∩ E)n−j

where c′n,k,j is the constant in Corollary 4.6.

Following the proof of Theorem 4.3 we can also obtain the following.

Theorem 4.8. Let K be a centrally symmetric convex body in Rn. Then, for all 0 6 j 6 n− 1 and N > n+ 1
we have that

(4.2) cn,N,j |K|NWj(K) 6
∫
K

· · ·
∫
K

Wj(conv{x1, . . . , xN}) dxN · · · dx1

where cn,N,j =
1

ωn−j(nj)
FC,1(1Bn−j

2
;N) with C = conv{e1, . . . , eN}. If K is not assumed centrally symmetric

then we obtain a similar inequality with constants c′n,N,j = cn,N,j

(
n+1
j+1

)−j
.

Remark 4.9. Hartzoulaki and Paouris proved in [12] the inequality

(4.3) An,N,j,p|K|N+
(n−j)p

n 6
∫
K

· · ·
∫
K

Wj(conv{x1, . . . , xN})pdx1 · · · dxN

for every convex body K in Rn and any N > n+ 1 and p > 0, where

An,N,j,p =

∫
Dn

· · ·
∫
Dn

Wj(conv{x1, . . . , xN})pdx1 · · · dxN

and Dn is the Euclidean ball of volume 1 in Rn. From the Aleksandrov-Fenchel inequality

ω
j
n
n |K|

n−j
n 6Wj(K)

and (4.2) we see that in the case p = 1, apart from the values of the constants cn,N,j and c′n,N,j , Theorem 4.8
provides a strengthened version of (4.3) as explained in the introduction.
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