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#### Abstract

Let $K$ be a convex body in $\mathbb{R}^{2}$ with area $A(K)=1$. For every $n \geq 3$ we consider the expected value $m(K, n)$ of the area of the convex hull of $n$ points chosen uniformly from $K$ : $$
m(K, n)=\int_{y_{1} \in K} \cdots \int_{y_{n} \in K} A\left(\operatorname{co\{ }\left\{y_{1}, \ldots, y_{n}\right\}\right) d y_{n} \ldots d y_{1} .
$$

We prove that for every $n \geq 3, m(K, n)$ is maximized (over all bodies of area 1) if and only if $K$ is a triangle.


## 1 Introduction

Let $K$ be a convex body in Euclidean space $\mathbb{R}^{d}, d \geq 2$, with volume $V(K)=1$, and $n \geq d+1$ be a natural number. We select $n$ independent random points $y_{1}, y_{2}, \ldots, y_{n}$ from $K$ (we assume they all have the uniform distribution in $K$ ). Their convex hull $\operatorname{co}\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ is a random polytope in $K$ with at most $n$ vertices. Consider the expected value of the volume of this polytope

$$
\begin{equation*}
m(K, n)=\int_{y_{1} \in K} \ldots \int_{y_{n} \in K} V\left(\operatorname{co}\left\{y_{1}, \ldots, y_{n}\right\}\right) d y_{n} \ldots d y_{1} \tag{1}
\end{equation*}
$$

It is easy to see that if $U: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a volume preserving affine transformation, then for every convex body $K$ with $V(K)=1, m(K, n)=m(U(K), n)$.

It is also well known (see John [7]), that there exists a constant $C(d)$, depending only on the dimension $d$ of the space, such that if $K$ is a convex body in $\mathbb{R}^{d}$ with $V(K)=1$, then there is a volume preserving affine transformation $U$ with $U(K) \subseteq B(o, C(d))$, the ball with center at the origin $o$ and radius $C(d)$.

From the compactness of the space of compact convex subsets of $B(o, C(d))$ with the Hausdorff metric and the fact that the functional $m: K \rightarrow m(K, n)$ is continuous in this metric (see Groemer [3]), it follows that there exist $K_{1}, K_{2}$ with

$$
V\left(K_{1}\right)=V\left(K_{2}\right)=1 \quad \text { and } \quad m\left(K_{1}, n\right) \leq m(K, n) \leq m\left(K_{2}, n\right)
$$

for every convex body $K$ in $\mathbb{R}^{d}$ with $V(K)=1$.
The problem is to find those $K$ which minimize or maximize this mean value $m(K, n)$, if $d \geq 2, n \geq d+1$ are given.

Blaschke $[1,2]$ has proved that if $d=2, n=3$,

$$
\frac{35}{48 \pi^{2}} \leq m(K, n) \leq \frac{1}{12}
$$

and we have equality on the left hand side only when $K$ is an ellipse, while on the right hand side we have equality only when $K$ is a triangle.

Groemer [3, 4] solved the problem of minimizing $m(K, n)$ by showing that:"if $d \geq 2, n \geq d+1$, then $m(K, n)$ attains its minimum value when, and only when, $K$ is an ellipsoid".

In the opposite direction, Dalla and Larman [5] showed that for $d=2$, and for every $n \geq 3, m(K, n) \leq m(T, n)$ for every plane convex body with area $A(K)=1$, where $T$ is a triangle with $A(T)=1$. They also showed that the inequality is strict if $K$ is a polygon with more than three vertices.

We shall complete this last result, by proving in a different way that the inequality is strict whenever $K$ is a plane convex body which is not a triangle. That is, we prove the following.

Theorem. Let $K$ be a plane convex body with area $A(K)=1$. Then, if $T$ is a triangle with $A(T)=1$, and $n \geq 3$,

$$
m(K, n)<m(T, n)
$$

unless $K$ too is a triangle, in which case equality clearly holds.
Let us say a few words about the proof. If $K$ is any plane convex body and $G$ is any line in the plane, we write $L=P_{G}(K)$ for the orthogonal projection of $K$ onto $G$. We may assumee that $G$ is the $x$-axis of the plane and, taking a line $G^{\prime}$ parallel to $G$ if needed, that $K$ is contained in the positive halfplane. So,

$$
\begin{equation*}
K=\{y=(x, t): a \leq x \leq b, f(x) \leq t \leq g(x)\} \tag{2}
\end{equation*}
$$

where $f$ is convex, $g$ is concave, and $0 \leq f \leq g$ on $L=[a, b]$.
Consider the transformation $S_{G}: K \rightarrow K_{G}$, where

$$
K_{G}=\{y=(x, t): a \leq x \leq b, 0 \leq t \leq g(x)-f(x)\}
$$

It is clear that $K_{G}$ is a plane convex body and easy to see that $A\left(K_{G}\right)=A(K)$ ( $S_{G}$ is known as the Schüttelung operation).

In Section 2 we prove that the mean value $m(K, n)$ increases under the transformation $S_{G}$. More precisely we have

Proposition 1. For every line $G$ in the plane, and every plane convex body $K$, if $n \geq 3$ then

$$
\begin{equation*}
m(K, n) \leq m\left(K_{G}, n\right) . \tag{3}
\end{equation*}
$$

In Section 3 we answer the question of strict inequality in (3). The key step is the following.
Proposition 2. If $K$ is not a triangle, then there exists a line $G$ in the plane such that for every $n \geq 3$

$$
\begin{equation*}
m(K, n)<m\left(K_{G}, n\right) . \tag{4}
\end{equation*}
$$

Proposition 2 and our remarks on the existence of a "maximizing" $K$ imply our Theorem.

## 2 The mean value $m(K, n)$ increases under the transformation $S_{G}$

In what follows, we assume that $K$ is in the form (2). If $x \in[a, b]$ we denote by $H_{x}$ the line which is perpendicular to $G$ and passes through $x$. Then, (1) becomes

$$
\begin{aligned}
& m(K, n)=\int_{y_{1}=\left(x_{1}, t_{1}\right) \in K} \cdots \int_{y_{n}=\left(x_{n}, t_{n}\right) \in K} A\left(\operatorname{co}\left\{\left(x_{1}, t_{1}\right), \ldots,\left(x_{n}, t_{n}\right)\right\}\right) d y_{n} \ldots d y_{1} \\
= & \int_{a}^{b} \cdots \int_{a}^{b}\left[\int_{t_{1} \in H_{x_{1} \cap K}} \cdots \int_{t_{n} \in H_{x_{n}} \cap K} A\left(\cos \left\{\left(x_{i}, t_{i}\right), i \leq n\right\}\right) d t_{n} \ldots d t_{1}\right] d x_{n} \ldots d x_{1} .
\end{aligned}
$$

If $x_{1}<x_{2}<\ldots<x_{n}$, we define

$$
M\left(x_{1}, \ldots, x_{n}\right)=\int_{t_{1} \in H_{x_{1} \cap K}} \ldots \int_{t_{n} \in H_{x_{n}} \cap K} A\left(\operatorname{co}\left\{\left(x_{1}, t_{1}\right), \ldots,\left(x_{n}, t_{n}\right)\right\}\right) d t_{n} \ldots d t_{1} .
$$

Since the set of $\left\{\left(x_{1}, t_{1}\right), \ldots,\left(x_{n}, t_{n}\right)\right\}$ for which $x_{i}=x_{j}$ for some $i \neq j$ is of measure zero in $K^{n}$, in order to prove Proposition 1 it suffices to prove that

$$
\begin{equation*}
M\left(x_{1}, \ldots, x_{n}\right) \leq M_{G}\left(x_{1}, \ldots, x_{n}\right), \tag{5}
\end{equation*}
$$

where,
$M_{G}\left(x_{1}, \ldots, x_{n}\right)=\int_{t_{1} \in H_{x_{1}} \cap K_{G}} \cdots \int_{t_{n} \in H_{x_{n}} \cap K_{G}} A\left(\operatorname{co}\left\{\left(x_{1}, t_{1}\right), \ldots,\left(x_{n}, t_{n}\right)\right\}\right) d t_{n} \ldots d t_{1}$.

Let $l_{i}=p_{i}^{\prime}=\left(g\left(x_{i}\right)-f\left(x_{i}\right)\right) / 2$ (half of the length of $H_{x_{i}} \cap K$ or $H_{x_{i}} \cap K_{G}$ ) and $p_{i}=\left(g\left(x_{i}\right)+f\left(x_{i}\right)\right) / 2, i=1,2, \ldots, n$. Then,

$$
\begin{aligned}
& M\left(x_{1}, \ldots, x_{n}\right)=\int_{\left|t_{1}-p_{1}\right| \leq l_{1}} \cdots \int_{\left|t_{n}-p_{n}\right| \leq l_{n}} A\left(\operatorname{co}\left\{\left(x_{1}, t_{1}\right), \ldots,\left(x_{n}, t_{n}\right)\right\}\right) d t_{n} \ldots d t_{1} \\
& \quad=\int_{\left|z_{1}\right| \leq l_{1}} \cdots \int_{\left|z_{n}\right| \leq l_{n}} A\left(\cos \left\{\left(x_{1}, p_{1}+z_{1}\right), \ldots,\left(x_{n}, p_{n}+z_{n}\right)\right\}\right) d z_{n} \ldots d z_{1} \\
& \quad=\int_{\left|z_{1}\right| \leq l_{1}} \cdots \int_{\left|z_{n}\right| \leq l_{n}} A\left(\cos \left\{\left(x_{1}, p_{1}-z_{1}\right), \ldots,\left(x_{n}, p_{n}-z_{n}\right)\right\}\right) d z_{n} \ldots d z_{1} \\
& =\frac{1}{2} \int_{\left|z_{1}\right| \leq l_{1}} \ldots \int_{\left|z_{n}\right| \leq l_{n}}\left[A\left(\cos \left\{\left(x_{i}, p_{i}+z_{i}\right)\right\}\right)+A\left(\cos \left\{\left(x_{i}, p_{i}-z_{i}\right)\right\}\right)\right] d z_{n} \ldots d z_{1} .
\end{aligned}
$$

In exactly the same way, we get
$M_{G}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{2} \int_{\left|z_{1}\right| \leq l_{1}} \ldots \int_{\left|z_{n}\right| \leq l_{n}}\left[A\left(\operatorname{co}\left\{\left(x_{i}, p_{i}^{\prime}+z_{i}\right)\right\}\right)+A\left(\operatorname{co}\left\{\left(x_{i}, p_{i}^{\prime}-z_{i}\right)\right\}\right)\right]$.
So, (5) will be true if for every $z_{1}, \ldots, z_{n}$ with $\left|z_{i}\right| \leq l_{i}$, the following inequality holds:

$$
\begin{align*}
& A\left(\operatorname{co}\left\{\left(x_{i}, p_{i}+z_{i}\right)\right\}\right)+A\left(\operatorname{co}\left\{\left(x_{i}, p_{i}-z_{i}\right)\right\}\right)  \tag{6}\\
\leq & A\left(\operatorname{co}\left\{\left(x_{i}, p_{i}^{\prime}+z_{i}\right)\right\}\right)+A\left(\operatorname{co}\left\{\left(x_{i}, p_{i}^{\prime}-z_{i}\right)\right\}\right)
\end{align*}
$$

After these preliminary remarks, we pass to the
Proof of Proposition 1. Let $\left|z_{i}\right| \leq l_{i}, i=1, \ldots, n$. Then, we can find $\lambda_{i} \in$ $[0,1], i=1, \ldots, n$ and $\mu_{i}=1-\lambda_{i}$ such that

$$
p_{i}+z_{i}=\lambda_{i} f\left(x_{i}\right)+\mu_{i} g\left(x_{i}\right)
$$

It is easy to see that

$$
\begin{aligned}
p_{i}-z_{i} & =\mu_{i} f\left(x_{i}\right)+\lambda_{i} g\left(x_{i}\right), \\
p_{i}^{\prime}+z_{i} & =\mu_{i} g\left(x_{i}\right)-\mu_{i} f\left(x_{i}\right), \\
p_{i}^{\prime}-z_{i} & =\lambda_{i} g\left(x_{i}\right)-\lambda_{i} f\left(x_{i}\right) .
\end{aligned}
$$

For the proof of Proposition 1 it suffices to show that

$$
\begin{equation*}
A(R)+A(Q) \leq A\left(R^{\prime}\right)+A\left(Q^{\prime}\right) \tag{7}
\end{equation*}
$$

where

$$
\begin{aligned}
& R=\operatorname{co}\left\{\left(x_{i}, \lambda_{i} f\left(x_{i}\right)+\mu_{i} g\left(x_{i}\right)\right)\right\} \\
& Q=\operatorname{co}\left\{\left(x_{i}, \mu_{i} f\left(x_{i}\right)+\lambda_{i} g\left(x_{i}\right)\right)\right\} \\
& R^{\prime}=\operatorname{co}\left\{\left(x_{i}, \mu_{i} g\left(x_{i}\right)-\mu_{i} f\left(x_{i}\right)\right)\right\}
\end{aligned}
$$

$$
Q^{\prime}=\operatorname{co}\left\{\left(x_{i}, \lambda_{i} g\left(x_{i}\right)-\lambda_{i} f\left(x_{i}\right)\right)\right\}
$$

In general, if $X=\operatorname{co}\left\{\left(x_{i}, t_{i}\right), i=1, \ldots, n\right\}$ we shall say that:
(i) $\left(x_{i}, t_{i}\right)$ is an upper vertex of $X$, if

$$
j<i<k \Rightarrow t_{i}>\frac{x_{k}-x_{i}}{x_{k}-x_{j}} t_{j}+\frac{x_{i}-x_{j}}{x_{k}-x_{j}} t_{k}
$$

(ii) $\left(x_{i}, t_{i}\right)$ is a lower vertex of $X$, if

$$
j<i<k \Rightarrow t_{i}<\frac{x_{k}-x_{i}}{x_{k}-x_{j}} t_{j}+\frac{x_{i}-x_{j}}{x_{k}-x_{j}} t_{k}
$$

With this definition, $\left(x_{1}, t_{1}\right)$ and $\left(x_{n}, t_{n}\right)$ are both upper and lower vertices of $X$. If $I \subseteq\{1,2, \ldots, n\}$ is of the form $I=\left\{i_{0}=1<i_{1}<\ldots<i_{k-1}<i_{k}=n\right\}$, we define

$$
E_{X}(I)=\frac{1}{2} \sum_{s=1}^{k}\left(x_{i_{s}}-x_{i_{s-1}}\right)\left(t_{i_{s-1}}+t_{i_{s}}\right)
$$

the area between the $x$-axis and the broken line with vertices $\left(x_{i}, t_{i}\right), i \in I$. In this notation, if $I$ is the index set of the upper vertices of $X$ and $J$ is the index set of the lower vertices of $X$, we note that

$$
A(X)=E_{X}(I)-E_{X}(J)
$$

Finally, for any function $h:[a, b] \rightarrow \mathbb{R}$ and $I=\left\{i_{0}=1<i_{1}<\ldots<i_{k-1}<i_{k}=n\right\}$, we write

$$
E_{h}(I)=\frac{1}{2} \sum_{s=1}^{k}\left(x_{i_{s}}-x_{i_{s-1}}\right)\left(h\left(x_{i_{s-1}}\right)+h\left(x_{i_{s}}\right)\right) .
$$

Lemma 1. Let $I, J$ and $K, L$ be the index sets of the upper and lower vertices of $R$ and $Q$ respectively, and $I^{\prime}, J^{\prime}$ and $K^{\prime}, L^{\prime}$ be the index sets of the upper and lower vertices of $R^{\prime}$ and $Q^{\prime}$ respectively. Then,
$(\alpha) I \cup L \subseteq I^{\prime}, K \cup J \subseteq K^{\prime}$,
$(\beta) I \cap L \supseteq L^{\prime}, K \cap J \supseteq J^{\prime}$.
Proof: If $i \in I$ and $\rho<i<\sigma, \rho, \sigma \in\{1,2, \ldots, n\}$, we have

$$
\lambda_{i} f\left(x_{i}\right)+\mu_{i} g\left(x_{i}\right)>\frac{x_{\sigma}-x_{i}}{x_{\sigma}-x_{\rho}}\left(\lambda_{\rho} f\left(x_{\rho}\right)+\mu_{\rho} g\left(x_{\rho}\right)\right)+\frac{x_{i}-x_{\rho}}{x_{\sigma}-x_{\rho}}\left(\lambda_{\sigma} f\left(x_{\sigma}\right)+\mu_{\sigma} g\left(x_{\sigma}\right)\right)
$$

and

$$
-f\left(x_{i}\right) \geq \frac{x_{\sigma}-x_{i}}{x_{\sigma}-x_{\rho}}\left(-f\left(x_{\rho}\right)\right)+\frac{x_{i}-x_{\rho}}{x_{\sigma}-x_{\rho}}\left(-f\left(x_{\sigma}\right)\right) .
$$

So,

$$
\mu_{i} g\left(x_{i}\right)-\mu_{i} f\left(x_{i}\right)>\frac{x_{\sigma}-x_{i}}{x_{\sigma}-x_{\rho}}\left(\mu_{\rho} g\left(x_{\rho}\right)-\mu_{\rho} f\left(x_{\rho}\right)\right)+\frac{x_{i}-x_{\rho}}{x_{\sigma}-x_{\rho}}\left(\mu_{\sigma} g\left(x_{\sigma}\right)-\mu_{\sigma} f\left(x_{\sigma}\right)\right)
$$

Thus $i \in I^{\prime}$ and hence $I \subseteq I^{\prime}$. It is equally easy to see that

$$
\begin{equation*}
I \subseteq I^{\prime}, \quad K \subseteq K^{\prime}, \quad L \supseteq L^{\prime}, \quad J \supseteq J^{\prime} \tag{8}
\end{equation*}
$$

Next, we define the sets

$$
R^{\prime \prime}=\operatorname{co}\left\{\left(x_{i}, \lambda_{i} f\left(x_{i}\right)+\mu_{i} g\left(x_{i}\right)-g\left(x_{i}\right)\right)\right\}=\operatorname{co}\left\{\left(x_{i}, \lambda_{i} f\left(x_{i}\right)-\lambda_{i} g\left(x_{i}\right)\right)\right\}=-Q^{\prime}
$$

and

$$
Q^{\prime \prime}=\operatorname{co}\left\{\left(x_{i}, \mu_{i} f\left(x_{i}\right)+\lambda_{i} g\left(x_{i}\right)-g\left(x_{i}\right)\right)\right\}=\operatorname{co}\left\{\left(x_{i}, \mu_{i} f\left(x_{i}\right)-\mu_{i} g\left(x_{i}\right)\right)\right\}=-R^{\prime}
$$

If $I^{\prime \prime}, J^{\prime \prime}$ and $K^{\prime \prime}, L^{\prime \prime}$ are the index sets of the upper and lower vertices of $R^{\prime \prime}$ and $Q^{\prime \prime}$ respectively, it is clear that

$$
\begin{equation*}
I^{\prime \prime}=L^{\prime}, \quad J^{\prime \prime}=K^{\prime}, \quad K^{\prime \prime}=J^{\prime}, \quad L^{\prime \prime}=I^{\prime} \tag{9}
\end{equation*}
$$

But, just as in the proof of (8), one can see that

$$
\begin{equation*}
J \subseteq J^{\prime \prime}, \quad L \subseteq L^{\prime \prime}, \quad K \supseteq K^{\prime \prime}, \quad I \supseteq I^{\prime \prime} \tag{10}
\end{equation*}
$$

For example, if $j \in J$ and $\rho<j<\sigma, \rho, \sigma \in\{1,2, \ldots, n\}$ we have

$$
\lambda_{j} f\left(x_{j}\right)+\mu_{j} g\left(x_{j}\right)<\frac{x_{\sigma}-x_{j}}{x_{\sigma}-x_{\rho}}\left(\lambda_{\rho} f\left(x_{\rho}\right)+\mu_{\rho} g\left(x_{\rho}\right)\right)+\frac{x_{j}-x_{\rho}}{x_{\sigma}-x_{\rho}}\left(\lambda_{\sigma} f\left(x_{\sigma}\right)+\mu_{\sigma} g\left(x_{\sigma}\right)\right)
$$

and

$$
-g\left(x_{j}\right) \leq \frac{x_{\sigma}-x_{j}}{x_{\sigma}-x_{\rho}}\left(-g\left(x_{\rho}\right)\right)+\frac{x_{j}-x_{\rho}}{x_{\sigma}-x_{\rho}}\left(-g\left(x_{\sigma}\right)\right)
$$

So,
$\lambda_{j} f\left(x_{j}\right)-\lambda_{j} g\left(x_{j}\right)<\frac{x_{\sigma}-x_{j}}{x_{\sigma}-x_{\rho}}\left(\lambda_{\rho} f\left(x_{\rho}\right)-\lambda_{\rho} g\left(x_{\rho}\right)\right)+\frac{x_{j}-x_{\rho}}{x_{\sigma}-x_{\rho}}\left(\lambda_{\sigma} f\left(x_{\sigma}\right)-\lambda_{\sigma} g\left(x_{\sigma}\right)\right)$.
That is, $j \in J^{\prime \prime}$ and $J \subseteq J^{\prime \prime}$. Inclusions (8), (9) and (10) imply our Lemma 1.
We continue with the proof of (7), namely

$$
A(R)+A(Q) \leq A\left(R^{\prime}\right)+A\left(Q^{\prime}\right)
$$

or, equivalently,

$$
E_{R}(I)-E_{R}(J)+E_{Q}(K)-E_{Q}(L) \leq E_{R^{\prime}}\left(I^{\prime}\right)-E_{R^{\prime}}\left(J^{\prime}\right)+E_{Q^{\prime}}\left(K^{\prime}\right)-E_{Q^{\prime}}\left(L^{\prime}\right)
$$

It suffices to show that

$$
\begin{gather*}
E_{R}(I)-E_{Q}(L) \leq E_{R^{\prime}}\left(I^{\prime}\right)-E_{Q^{\prime}}\left(L^{\prime}\right)  \tag{11}\\
E_{Q}(K)-E_{R}(J) \leq E_{Q^{\prime}}\left(K^{\prime}\right)-E_{R^{\prime}}\left(J^{\prime}\right) \tag{12}
\end{gather*}
$$

and this is accomplished in the following
Lemma 2. If $I, J, K, L$ and $I^{\prime}, J^{\prime}, K^{\prime}, L^{\prime}$ are as in Lemma 1, then inequalities (11) and (12) hold.

Proof: Both inequalities are proved in the same way, so we restrict ourselves to the proof of

$$
E_{R}(I)+E_{Q^{\prime}}\left(L^{\prime}\right) \leq E_{R^{\prime}}\left(I^{\prime}\right)+E_{Q}(L)
$$

Since $I \cup L$ is a subset of $I^{\prime}$ and the points $\left(x_{i^{\prime}}, \mu_{i^{\prime}} g\left(x_{i^{\prime}}\right)-\mu_{i^{\prime}} f\left(x_{i^{\prime}}\right)\right), i^{\prime} \in I^{\prime}$ are in a concave position (they are the upper vertices of $R^{\prime}$ ), we have

$$
E_{R^{\prime}}\left(I^{\prime}\right) \geq E_{R^{\prime}}(I \cup L)
$$

So it is enough to prove

$$
\begin{equation*}
E_{R}(I)+E_{Q^{\prime}}\left(L^{\prime}\right) \leq E_{R^{\prime}}(I \cup L)+E_{Q}(L) \tag{13}
\end{equation*}
$$

The four regions in (13) are bounded by the segment $\left[x_{1}, x_{n}\right]$ on the $x$-axis, the lines $x=x_{1}, x=x_{n}$, and the four broken lines $c_{i}:\left[x_{1}, x_{n}\right] \rightarrow \mathbb{R}, i=1,2,3,4$, with
$c_{1}$ having vertices at the points $\left(x_{i}, \lambda_{i} f\left(x_{i}\right)+\mu_{i} g\left(x_{i}\right)\right), i \in I$,
$c_{2}$ having vertices at the points $\left(x_{i}, \lambda_{i} g\left(x_{i}\right)-\lambda_{i} f\left(x_{i}\right)\right), i \in L^{\prime}$,
$c_{3}$ having vertices at the points $\left(x_{i}, \mu_{i} g\left(x_{i}\right)-\mu_{i} f\left(x_{i}\right)\right), i \in I \cup L$,
$c_{4}$ having vertices at the points $\left(x_{i}, \lambda_{i} g\left(x_{i}\right)+\mu_{i} f\left(x_{i}\right)\right), i \in L$.
Also, from Lemma $1, L^{\prime} \subseteq I \cap L(\subseteq I \cup L)$. If $k_{s}, k_{s+1}$ are consecutive indices from $I \cup L$, all four $c_{i}$ are linear on $\left[x_{k_{s}}, x_{k_{s+1}}\right]$. It follows that (13) will be true if for every $k \in I \cup L$,

$$
\begin{equation*}
c_{1}\left(x_{k}\right)+c_{2}\left(x_{k}\right) \leq c_{3}\left(x_{k}\right)+c_{4}\left(x_{k}\right) \tag{14}
\end{equation*}
$$

Let $L^{\prime}=\left\{\rho_{0}=1<\rho_{1}<\ldots<\rho_{\nu}=n\right\}$. If $\rho_{s}<\rho_{s+1}$ are two consecutive indices from $L^{\prime}$, we shall verify (14) for every $k \in I \cup L$ with $\rho_{s} \leq k \leq \rho_{s+1}$.

We distinguish four cases:
$(\alpha) k=\rho_{s}$ or $k=\rho_{s+1}$. Then $k \in I, k \in L^{\prime}, k \in I \cup L$ and $k \in L$; so,

$$
\begin{gathered}
c_{1}\left(x_{k}\right)+c_{2}\left(x_{k}\right)=\lambda_{k} f\left(x_{k}\right)+\mu_{k} g\left(x_{k}\right)+\lambda_{k} g\left(x_{k}\right)-\lambda_{k} f\left(x_{k}\right)=g\left(x_{k}\right) \\
=\mu_{k} g\left(x_{k}\right)-\mu_{k} f\left(x_{k}\right)+\lambda_{k} g\left(x_{k}\right)+\mu_{k} f\left(x_{k}\right) \\
=c_{3}\left(x_{k}\right)+c_{4}\left(x_{k}\right)
\end{gathered}
$$

$(\beta) k \in I \cap L \backslash L^{\prime}$. Then $k \in I, k \in L, k \in I \cup L$; so,

$$
\begin{aligned}
c_{2}\left(x_{k}\right) & =\frac{x_{\rho_{s+1}}-x_{k}}{x_{\rho_{s+1}}-x_{\rho_{s}}}\left(\lambda_{\rho_{s}} g\left(x_{\rho_{s}}\right)-\lambda_{\rho_{s}} f\left(x_{\rho_{s}}\right)\right) \\
& +\frac{x_{k}-x_{\rho_{s}}}{x_{\rho_{s+1}}-x_{\rho_{s}}}\left(\lambda_{\rho_{s+1}} g\left(x_{\rho_{s+1}}\right)-\lambda_{\rho_{s+1}} f\left(x_{\rho_{s+1}}\right)\right)
\end{aligned}
$$

and (14) becomes

$$
\lambda_{k} f\left(x_{k}\right)+\mu_{k} g\left(x_{k}\right)+c_{2}\left(x_{k}\right) \leq \mu_{k} g\left(x_{k}\right)-\mu_{k} f\left(x_{k}\right)+\lambda_{k} g\left(x_{k}\right)+\mu_{k} f\left(x_{k}\right)
$$

or, equivalently,

$$
c_{2}\left(x_{k}\right) \leq \lambda_{k} g\left(x_{k}\right)-\lambda_{k} f\left(x_{k}\right) .
$$

The last inequality holds because the points $\left(x_{\rho_{s}}, \lambda_{\rho_{s}} g\left(x_{\rho_{s}}\right)-\lambda_{\rho_{s}} f\left(x_{\rho_{s}}\right)\right)$ and $\left(x_{\rho_{s+1}}, \lambda_{\rho_{s+1}}\right.$ $\left.g\left(x_{\rho_{s+1}}\right)-\lambda_{\rho_{s+1}} f\left(x_{\rho_{s+1}}\right)\right)$ are consecutive lower vertices of $Q^{\prime}, \rho_{s}<k<\rho_{s+1}$, and the point $\left(x_{k}, \lambda_{k} g\left(x_{k}\right)-\lambda_{k} f\left(x_{k}\right)\right)$ lies in $Q^{\prime}$ but it is not a lower vertex of it.
$(\gamma) k \in I \backslash L$. Then $k \in I, k \in I \cup L$. Let $l_{\tau}<l_{\tau+1}$ be two consecutive indices from $L$ such that $\rho_{s} \leq l_{\tau}<k<l_{\tau+1} \leq \rho_{s+1}$. If $A=x_{\rho_{s+1}}-x_{\rho_{s}}, B=x_{l_{\tau}}-x_{\rho_{s}}$, $\Gamma=x_{k}-x_{l_{\tau}}, \Delta=x_{l_{\tau+1}}-x_{k}$, then
$c_{2}\left(x_{k}\right)=\frac{A-B-\Gamma}{A}\left(\lambda_{\rho_{s}} g\left(x_{\rho_{s}}\right)-\lambda_{\rho_{s}} f\left(x_{\rho_{s}}\right)\right)+\frac{B+\Gamma}{A}\left(\lambda_{\rho_{s+1}} g\left(x_{\rho_{s+1}}\right)-\lambda_{\rho_{s+1}} f\left(x_{\rho_{s+1}}\right)\right)$,
and

$$
c_{4}\left(x_{k}\right)=\frac{\Delta}{\Gamma+\Delta}\left(\lambda_{l_{\tau}} g\left(x_{l_{\tau}}\right)+\mu_{l_{\tau}} f\left(x_{l_{\tau}}\right)\right)+\frac{\Gamma}{\Gamma+\Delta}\left(\lambda_{l_{\tau+1}} g\left(x_{l_{\tau+1}}\right)+\mu_{l_{\tau+1}} f\left(x_{l_{\tau+1}}\right)\right),
$$

and (14) becomes

$$
\lambda_{k} f\left(x_{k}\right)+\mu_{k} g\left(x_{k}\right)+c_{2}\left(x_{k}\right) \leq \mu_{k} g\left(x_{k}\right)-\mu_{k} f\left(x_{k}\right)+c_{4}\left(x_{k}\right)
$$

i.e,

$$
\begin{equation*}
c_{2}\left(x_{k}\right) \leq c_{4}\left(x_{k}\right)-f\left(x_{k}\right) \tag{15}
\end{equation*}
$$

Since $f$ is a convex function,

$$
f\left(x_{k}\right) \leq \frac{\Delta}{\Gamma+\Delta} f\left(x_{l_{\tau}}\right)+\frac{\Gamma}{\Gamma+\Delta} f\left(x_{l_{\tau+1}}\right)
$$

so, in order to verify (15), we only need to check that

$$
\begin{equation*}
c_{2}\left(x_{k}\right) \leq \frac{\Delta}{\Gamma+\Delta}\left(\lambda_{l_{\tau}} g\left(x_{l_{\tau}}\right)-\lambda_{l_{\tau}} f\left(x_{l_{\tau}}\right)\right)+\frac{\Gamma}{\Gamma+\Delta}\left(\lambda_{l_{\tau+1}} g\left(x_{l_{\tau+1}}\right)-\lambda_{l_{\tau+1}} f\left(x_{l_{\tau+1}}\right)\right) \tag{16}
\end{equation*}
$$

But as in case $(\beta)$,

$$
\begin{align*}
\lambda_{l_{\tau}} g\left(x_{l_{\tau}}\right) & -\lambda_{l_{\tau}} f\left(x_{l_{\tau}}\right) \geq \frac{A-B}{A}\left(\lambda_{\rho_{s}} g\left(x_{\rho_{s}}\right)-\lambda_{\rho_{s}} f\left(x_{\rho_{s}}\right)\right)  \tag{17}\\
& +\frac{B}{A}\left(\lambda_{\rho_{s+1}} g\left(x_{\rho_{s+1}}\right)-\lambda_{\rho_{s+1}} f\left(x_{\rho_{s+1}}\right)\right),
\end{align*}
$$

and

$$
\begin{gather*}
\lambda_{l_{\tau+1}} g\left(x_{l_{\tau+1}}\right)-\lambda_{l_{\tau+1}} f\left(x_{l_{\tau+1}}\right) \geq \frac{A-B-\Gamma-\Delta}{A}\left(\lambda_{\rho_{s}} g\left(x_{\rho_{s}}\right)-\lambda_{\rho_{s}} f\left(x_{\rho_{s}}\right)\right)  \tag{18}\\
+\frac{B+\Gamma+\Delta}{A}\left(\lambda_{\rho_{s+1}} g\left(x_{\rho_{s+1}}\right)-\lambda_{\rho_{s+1}} f\left(x_{\rho_{s+1}}\right)\right)
\end{gather*}
$$

with equality in (17), (18) if $l_{\tau}=\rho_{s}$ or $l_{\tau+1}=\rho_{s+1}$ respectively and strict inequality otherwise. From (17), (18) we conclude that (16) holds.
( $\delta) k \in L \backslash I$. Then $k \in L, k \in I \cup L$. We find $i_{\tau}<i_{\tau+1}$ two consecutive indices from $I$ so that $\rho_{s} \leq i_{\tau}<k<i_{\tau+1} \leq \rho_{s+1}$. Then we compute $c_{1}\left(x_{k}\right), c_{2}\left(x_{k}\right)$ and proceed as in case $(\gamma)$.

By Lemma 2, inequality (7) is true. So, we have proved Proposition 1.

## 3 If $K$ is not a triangle, there is a line $G$ such that $m(K, n)$ strictly increases under the transformation $S_{G}$

Let $K, K_{G}$ be as in section 1 . We define

$$
R_{0}=Q_{0}=\operatorname{co}\left\{\left(x_{i}, p_{i}\right)\right\}=\operatorname{co}\left\{\left(x_{i}, \frac{f\left(x_{i}\right)+g\left(x_{i}\right)}{2}\right)\right\}
$$

with $I_{0}$ the index set of its upper vertices and $J_{0}$ the index set of its lower vertices, and

$$
R_{0}^{\prime}=Q_{0}^{\prime}=\operatorname{co}\left\{\left(x_{i}, p_{i}^{\prime}\right)\right\}=\operatorname{co}\left\{\left(x_{i}, \frac{g\left(x_{i}\right)-f\left(x_{i}\right)}{2}\right)\right\}
$$

with $I_{0}^{\prime}$ the index set of its upper vertices and $J_{0}^{\prime}$ the index set of its lower vertices. In the next lemma we find necessary conditions for $A\left(R_{0}\right)=A\left(R_{0}^{\prime}\right)$ to be true.

Lemma 3. If $A\left(R_{0}\right)=A\left(R_{0}^{\prime}\right)$, then we have $(\alpha)$ and $(\beta)$ below.
( $\alpha$ ) The following conditions are all satisfied.
(i) $\left(x_{j}, g\left(x_{j}\right)\right), j \in J_{0}$ are collinear.
(ii) $\left(x_{i}, f\left(x_{i}\right)\right), i \in I_{0}$ are collinear.
(iii) If $j \in J_{0} \backslash I_{0}$ and $i_{k}<j<i_{k+1}$ where $i_{k}, i_{k+1}$ are two consecutive indices from $I_{0}$, then $\left(x_{i_{k}}, g\left(x_{i_{k}}\right)\right),\left(x_{j}, g\left(x_{j}\right)\right)$ and $\left(x_{i_{k+1}}, g\left(x_{i_{k+1}}\right)\right)$ are collinear.
(iv) If $i \in I_{0} \backslash J_{0}$ and $j_{k}<i<j_{k+1}$ where $j_{k}, j_{k+1}$ are two consecutive indices from $J_{0}$, then $\left(x_{j_{k}}, f\left(x_{j_{k}}\right)\right),\left(x_{i}, f\left(x_{i}\right)\right)$ and $\left(x_{j_{k+1}}, f\left(x_{j_{k+1}}\right)\right)$ are collinear.
$(\beta) I_{0}^{\prime}=I_{0} \cup J_{0}$.
Proof: $(\alpha)$ From Lemma 1, $I_{0} \cup J_{0} \subseteq I_{0}^{\prime}$ (set $\left.\lambda_{i}=\mu_{i}=1 / 2, i=1, \ldots, n\right)$. We also have $J_{0}^{\prime}=\{1, n\}$ because the points $\left(x_{i}, p_{i}^{\prime}\right), i=1, \ldots, n$ of $R_{0}^{\prime}$ are in a concave position. Since $A\left(R_{0}\right)=A\left(R_{0}^{\prime}\right)$, we must have

$$
E_{R_{0}}\left(I_{0}\right)-E_{R_{0}}\left(J_{0}\right)=E_{R_{0}^{\prime}}\left(I_{0}^{\prime}\right)-E_{R_{0}^{\prime}}\left(J_{0}^{\prime}\right)
$$

or, equivalently,

$$
E_{f}\left(I_{0}\right)+E_{g}\left(I_{0}\right)-E_{f}\left(J_{0}\right)-E_{g}\left(J_{0}\right)=E_{g}\left(I_{0}^{\prime}\right)-E_{f}\left(I_{0}^{\prime}\right)+E_{f}\left(J_{0}^{\prime}\right)-E_{g}\left(J_{0}^{\prime}\right),
$$

i.e,

$$
\begin{aligned}
{\left[E_{g}\left(I_{0}^{\prime}\right)-E_{g}\left(I_{0}\right)\right] } & +\left[E_{g}\left(J_{0}\right)-E_{g}\left(J_{0}^{\prime}\right)\right]+\left[E_{f}\left(J_{0}^{\prime}\right)-E_{f}\left(I_{0}\right)\right] \\
& +\left[E_{f}\left(J_{0}\right)-E_{f}\left(I_{0}^{\prime}\right)\right]=0
\end{aligned}
$$

Since $f$ is convex, $g$ is concave and $I_{0}^{\prime} \supseteq I_{0} \cup J_{0}, I_{0} \cap J_{0} \supseteq J_{0}^{\prime}$, the four summands in the above equality are non-negative. It follows that
(i) ${ }^{\prime} E_{g}\left(J_{0}\right)=E_{g}\left(J_{0}^{\prime}\right)$,
$(\mathrm{ii})^{\prime} E_{f}\left(J_{0}^{\prime}\right)=E_{f}\left(I_{0}\right)$,
(iii) $^{\prime} E_{g}\left(I_{0}^{\prime}\right)=E_{g}\left(I_{0}\right)$,
$(\text { iv })^{\prime} E_{f}\left(J_{0}\right)=E_{f}\left(I_{0}^{\prime}\right)$.
From condition (i) ${ }^{\prime}$, since $J_{0}^{\prime}=\{1, n\}$ and $g$ is concave, $\left(x_{j}, g\left(x_{j}\right)\right), j \in J_{0}$ are collinear. From condition (ii) ${ }^{\prime}$, since $J_{0}^{\prime}=\{1, n\}$ and $f$ is convex, $\left(x_{i}, f\left(x_{i}\right)\right), i \in I_{0}$ are collinear. Condition (iii) ${ }^{\prime}$, since $I_{0}^{\prime} \supseteq I_{0}$ and $g$ is concave, implies that for any $j \in J_{0} \backslash I_{0}$ the points $\left(x_{i_{k}}, g\left(x_{i_{k}}\right)\right),\left(x_{j}, g\left(x_{j}\right)\right)$ and $\left(x_{i_{k+1}}, g\left(x_{i_{k+1}}\right)\right)$, where $i_{k}, i_{k+1}$ consecutive indices from $I_{0}$ with $i_{k}<j<i_{k+1}$, are collinear.

Condition (iv) ${ }^{\prime}$, since $I_{0}^{\prime} \supseteq J_{0}$ and $f$ is convex, implies that for any $i \in I_{0} \backslash J_{0}$ the points $\left(x_{j_{k}}, f\left(x_{j_{k}}\right)\right),\left(x_{i}, f\left(x_{i}\right)\right)$ and $\left(x_{j_{k+1}}, f\left(x_{j_{k+1}}\right)\right)$ where $j_{k}, j_{k+1}$ are consecutive indices from $J_{0}$ with $j_{k}<i<j_{k+1}$, are collinear.
( $\beta$ ) From Lemma $1, I_{0}^{\prime} \supseteq I_{0} \cup J_{0}$. If $I_{0} \cup J_{0}=W$, and $W \neq I_{0}^{\prime}$, then

$$
A\left(R_{0}^{\prime \prime}\right)<A\left(R_{0}^{\prime}\right)
$$

where $R_{0}^{\prime \prime}=\operatorname{co}\left\{\left(x_{i}, p_{i}^{\prime}\right), i \in W\right\}$. Also, from inequality (7) (taking $W$ instead of $\{1, \ldots, n\}$ ),

$$
A\left(R_{0}\right) \leq A\left(R_{0}^{\prime \prime}\right)
$$

This contradicts our hypothesis $A\left(R_{0}\right)=A\left(R_{0}^{\prime}\right)$, and proves

$$
I_{0}^{\prime}=I_{0} \cup J_{0}
$$

Proof of Proposition 2. Let $K$ be a plane convex body with more than three extreme points and let $A, B, C$ and $D$ be four of them. Then $A, B, C$ and $D$ form a convex quadrilateral $A B C D$ in the plane. We choose $G$ to be the perpendicular to the diagonal $A C$ of $A B C D$.

We may assume that $G$ is the $x$-axis and

$$
K=\{y=(x, t): a \leq x \leq b, f(x) \leq t \leq g(x)\}
$$

where:
(i) $\quad P_{G}(K)=[a, b]$;
(ii) $0 \leq f \leq g, f$ is convex, $g$ is concave on $[a, b]$;
(iii) $P_{G}(A)=P_{G}(C)=x$ and $a<x<b$; and
(iv) $A=(x, g(x)), C=(x, f(x))$.

Now, let $S_{G}: K \rightarrow K_{G}$, where

$$
K_{G}=\{y=(x, t): a \leq x \leq b, 0 \leq t \leq g(x)-f(x)\},
$$

and choose $a \leq x_{1}^{*}<x_{2}^{*}=x<x_{3}^{*}<\ldots<x_{n}^{*} \leq b$ (we can do this because $a<x<b$ ).

Set $p_{i}^{*}=\left(f\left(x_{i}^{*}\right)+g\left(x_{i}^{*}\right)\right) / 2$ and $p_{i}^{*^{\prime}}=\left(g\left(x_{i}^{*}\right)-f\left(x_{i}^{*}\right)\right) / 2$. We shall prove that

$$
\begin{equation*}
A\left(R_{0}^{*}\right)=A\left(\operatorname{co}\left\{\left(x_{i}^{*}, p_{i}^{*}\right)\right\}\right)<A\left(\operatorname{co}\left\{\left(x_{i}^{*}, p_{i}^{*^{\prime}}\right)\right\}\right)=A\left(R_{0}^{*^{\prime}}\right) \tag{19}
\end{equation*}
$$

Suppose that equality holds. From Lemma $3(\beta)$, we must have $I_{0}^{\prime}=I_{0} \cup J_{0}$. It is easy to see that $2 \in I_{0}^{\prime}$. Let $k$ be the next index from $I_{0}^{\prime}$, that is, 1,2 and $k$ are the three first indices of $I_{0}^{\prime}$. Since $1 \in I_{0} \cap J_{0}$, we have to examine four cases:
(i) $\{1,2, k\} \subseteq J_{0}$. Then, by (i) of Lemma $3(\alpha)$, the three points $\left(x_{1}^{*}, g\left(x_{1}^{*}\right)\right)$, $(x, g(x))=A$ and $\left(x_{k}^{*}, g\left(x_{k}^{*}\right)\right)$ are collinear, which is false because $A$ is an extreme point of $K$.
(ii) $\{1,2, k\} \subseteq I_{0}$. Then, by (ii) of Lemma $3(\alpha)$, the three points $\left(x_{1}^{*}, f\left(x_{1}^{*}\right)\right)$, $(x, f(x))=C$ and $\left(x_{k}^{*}, f\left(x_{k}^{*}\right)\right)$ are collinear, which is false because $C$ is an extreme point of $K$.
(iii) $\{1,2\} \subseteq J_{0}$ and $\{1, k\} \subseteq I_{0}$. Then, by (iii) of Lemma $3(\alpha)$, the three points $\left(x_{1}^{*}, g\left(x_{1}^{*}\right)\right),(x, g(x))=A$ and $\left(x_{k}^{*}, g\left(x_{k}^{*}\right)\right)$ are collinear, which is false because $A$ is an extreme point of $K$.
(iv) $\{1,2\} \subseteq I_{0}$ and $\{1, k\} \subseteq J_{0}$. Then, by (iv) of Lemma $3(\alpha)$, the three points $\left(x_{1}^{*}, f\left(x_{1}^{*}\right)\right),(x, f(x))=C$ and $\left(x_{k}^{*}, f\left(x_{k}^{*}\right)\right)$ are collinear, which is false because $C$ is an extreme point of $K$.

So, (19) is true. But the integrands defining $M\left(x_{1}^{*}, \ldots, x_{n}^{*}\right)$ are continuous functions of $z_{1}, \ldots, z_{n}$ and satisfy for every $\left|z_{i}\right| \leq l_{i}$ the inequality (see (6) above)

$$
\begin{gathered}
A\left(\operatorname{co}\left\{\left(x_{i}^{*}, p_{i}^{*}+z_{i}\right)\right\}\right)+A\left(\operatorname{co}\left\{\left(x_{i}^{*}, p_{i}^{*}-z_{i}\right)\right\}\right) \\
\left.\leq A\left(\operatorname{co}\left\{\left(x_{i}^{*}, p_{i}^{*^{\prime}}+z_{i}\right)\right\}\right)+A\left(\cos \left(x_{i}^{*}, p_{i}^{*^{\prime}}-z_{i}\right)\right\}\right) .
\end{gathered}
$$

We proved that this inequality is strict for $z_{1}=\ldots=z_{n}=0$, i.e,

$$
A\left(\operatorname{co}\left\{\left(x_{i}^{*}, p_{i}^{*}\right)\right\}\right)<A\left(\operatorname{co}\left\{\left(x_{i}^{*}, p_{i}^{*^{\prime}}\right)\right\}\right),
$$

and this implies that

$$
M\left(x_{1}^{*}, \ldots, x_{n}^{*}\right)<M_{G}\left(x_{1}^{*}, \ldots, x_{n}^{*}\right) .
$$

But, for every $a \leq x_{1}<\ldots<x_{n} \leq b$ we have

$$
M\left(x_{1}, \ldots, x_{n}\right) \leq M_{G}\left(x_{1}, \ldots, x_{n}\right) .
$$

Since $M\left(x_{1}, \ldots, x_{n}\right)$ and $M_{G}\left(x_{1}, \ldots, x_{n}\right)$ are continuous functions of $x_{1}, \ldots, x_{n}$, (20) implies that

$$
\begin{aligned}
& m(K, n)=\int_{a}^{b} \ldots \int_{a}^{b} M\left(x_{1}, \ldots, x_{n}\right) d x_{n} \ldots d x_{1} \\
< & \int_{a}^{b} \ldots \int_{a}^{b} M_{G}\left(x_{1}, \ldots, x_{n}\right) d x_{n} \ldots d x_{1}=m\left(K_{G}, n\right),
\end{aligned}
$$

and the proof of Proposition 2 is complete.

## 4 Remarks

(i) The case $n=3$ is much simpler. If we define

$$
\begin{gathered}
\mathbf{e}=(1,1,1), \quad \mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right), \quad \mathbf{z}=\left(z_{1}, z_{2}, z_{3}\right), \\
\mathbf{p}=\left(p_{1}, p_{2}, p_{3}\right), \quad \mathbf{p}^{\prime}=\left(p_{1}^{\prime}, p_{2}^{\prime}, p_{3}^{\prime}\right),
\end{gathered}
$$

and $D\left(z_{1}, z_{2}, z_{3}\right)=D(\mathbf{z})=\frac{1}{2} \operatorname{det}(\mathbf{e}, \mathbf{x}, \mathbf{z})$, then

$$
\begin{gathered}
M\left(x_{1}, x_{2}, x_{3}\right)=\frac{1}{2} \int_{\left|z_{1}\right| \leq l_{1}} \ldots \int_{\left|z_{3}\right| \leq l_{3}}[|D(\mathbf{z}+\mathbf{p})|+|D(\mathbf{z}-\mathbf{p})|] d z_{3} \ldots d z_{1} \\
=\frac{1}{2} \int_{\left|z_{1}\right| \leq l_{1}} \cdots \int_{\left|z_{3}\right| \leq l_{3}}[|D(\mathbf{z})+D(\mathbf{p})|+|D(\mathbf{z})-D(\mathbf{p})|] d z_{3} \ldots d z_{1} \\
=\int_{\left|z_{1}\right| \leq l_{1}} \cdots \int_{\left|z_{3}\right| \leq l_{3}} \max [|D(\mathbf{z})|,|D(\mathbf{p})|] d z_{3} \ldots d z_{1}
\end{gathered}
$$

and

$$
M_{G}\left(x_{1}, x_{2}, x_{3}\right)=\int_{\left|z_{1}\right| \leq l_{1}} \ldots \int_{\left|z_{3}\right| \leq l_{3}} \max \left[|D(\mathbf{z})|,\left|D\left(\mathbf{p}^{\prime}\right)\right|\right] d z_{3} \ldots d z_{1}
$$

So, inequality (5) becomes

$$
|D(\mathbf{p})| \leq\left|D\left(\mathbf{p}^{\prime}\right)\right|
$$

We continue as in the proof of Proposition 2.
(ii) The crucial property of the triangle, related to our method of proof, seems to be the following: "if $T$ is a triangle and $G$ is any line in the plane, write $T$ in the form (2):

$$
T=\{y=(x, t): a \leq x \leq b, f(x) \leq t \leq g(x)\}
$$

Then, either $f$ or $g$ must be linear on $P_{G}(T)=[a, b]$ ".
(iii) Buchta [8] has obtained the exact value of $m(T, n)$ :

$$
m(T, n)=1-\frac{2}{n+1} \sum_{k=1}^{n} \frac{1}{k} .
$$

Acknowledgement: I thank Professor L. Dalla who encouraged me to try this problem and sent me several references needed, Professor S. Papadopoulou for many inspiring discussions on the subject, and Professor S.K. Pichorides for everything that I have learnt from him.

## References

[1] W. Blaschke, Lösung des "Vierpunktproblems" von Sylvester aus der Theorie der geometrischen Wahrscheinlichkeiten, Ber. Verh. sachs. Acad. Wiss., Math. Phys. Kl. 69 (1917), 436-453.
[2] W. Blaschke, Vorlesungen über Differentialgeometrie II, Springer, Berlin (1923).
[3] H. Groemer, On some mean values associated with a randomly selected simplex in a convex set, Pacific J. Math. 45 (1973), 525-533.
[4] H. Groemer, On the mean value of the volume of a random polytope in a convex set, Arch. Math. 25 (1974), 86-90.
[5] L. Dalla and D.G. Larman, Volumes of a random polytope in a convex set, Applied geometry and discrete mathematics. Discrete Math. Theoret. Comput. Sci. 4 (Amer. Math. Soc.) (1991), 175-180.
[6] R. Schneider, Random approximation of convex sets, Proceedings of the 4th international conference on stereology and stochastic geometry, Bern 1987, J. Microscopy 151 (1988), 211-227.
[7] F. John, Extremum problems with inequalities as subsidiary conditions, Courant Anniversary Volume (1948), 187-204.
[8] C. Buchta, Zufallspolygons in konvexen Vielecken, J. für reine u. angew. Math. 347 (1984), 212-220.

Department of Mathematics, University of Crete, Iraklion, Crete, Greece
E-mail: deligia@talos.cc.uch.gr

