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Abstract—Latin hypercube designs are commonly used in
many applications such as, computer and physical experiments,
data selection by sampling techniques and recently in machine
learning. The aim of this work is to develop an algorithm
concerning their construction. The proposed algorithm is based
on a vector division procedure and employs only permutations
and negations of vectors. Therefore, it produces the orthogonal
Latin hypercube designs cost effectively without performing any
floating point computations. The algorithm is compared with
other existing methods and it is proved that the developed method
produces Latin hypercube designs that are isomorphic with the
ones produced by other methods.

Keywords—Latin hypercube design, vector division, permuta-
tions, negations, effective algorithm

I. INTRODUCTION

Combinatorial designs are widely used in various fields
of scientific research. Depending on the case, designs with
special properties are required. A commonly used category
of such designs are Latin hypercube designs. Introduced by
McKay, Beckman and Conover [6], these designs are exten-
sively utilized for planning computer experiments, due to their
space-filling properties. A lot of research has been conducted
concerning methods for their construction.

A Latin hypercube design (LHD) is an n X m array, each
column of which is a permutation of the elements of the set
s = {1,2,...,n}. We say that a LHD is in its centered form,
if each column is a permutation of the elements of the set
5’7(12) = {v1,v2, .., Vp}, Where v; =i — (n+1)/2, 1 <i < n.
In computer experiments, the rows of a design represent the
runs, while the columns represent the factors.

A LHD will said to be symmetric if for any row d, —d is
also one of the rows in the design.

In statistical research, it is often essential to examine the
correlation between factors of a design. For this purpose, the
notion of the correlation matrix is introduced. For any n x m
Latin hypercube design L, we define

12
R=——F_1"L
n(n? —1)
to be the correlation matrix of L. An n x m LHD L is called
orthogonal (abbreviated OLHD) if and only if R = I,,,, where
I,,, is the identity matrix of order m. If a LHD is symmetric
and orthogonal, we will use the abbreviation SOLHD.
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If a LHD L is orthogonal, then the interchanging of columns
and the multiplication of columns by —1 does not affect the
orthogonality. Same holds for the symmetry.

Orthogonal Latin hypercube designs are useful in many
applications. Hence, a lot of research is focused on their
construction. Some examples are [10], where OLHDs of
orders 2™ x (2m—2) and (2™ +1) x (2m—2), for m > 2, are
constructed, [1], where the previous construction is extended
in order to provide more columns and [4], where an algorithm
for creating OLHDs of n runs, n < 20, is presented. Some
interesting constructions can be found in [5] and [8]. For
more recent constructions see [2], [3] and [9].

The structure of the paper is as follows: In section 2, we
present an algorithm for constructing symmetric orthogonal
Latin hypercube designs of order 2¢ x 2!~! and we illustrate
our method with an example. In section 3, we compare our
algorithm with a method introduced by Sun et al. [7] and
we show that the two approaches give isomorphic results. In
section 4 are drawn conclusions.

Throughout the paper we will work with LHDs in their
centered form.

II. THE ALGORITHM

Next, we present an algorithm for constructing SOLHDs of
order 2¢ x 2!=1, ¥t € N. The core element of the algorithm is a
Vector Division (VD) procedure which divides a given vector
into parts of a specific length. Then it reverses the order of
the elements of each part and negates the second half of each
reversed part.

Beginning with the first column

ca=3[1 3 2t-3 20—-1 -1 -3 -(2'-3) —-(2'-1)],

we apply the VD procedure so that c; is divided into parts
of length 2,22,23, ...,2!=! and each part is reversed and
negated as previously described. Subsequently, we apply the
VD procedure to the new columns that have been created and
we continue in a similar way, i.e. from each new column that
is created we construct more new columns. The way in which
we divide every column in order to create new ones depends
on how the column itself was constructed. More specifically,



if a column ¢; was made by dividing a previous column into
parts of length 2, then ¢; will be divided into parts of lengths
25+l 9542 2¢=1 and will provide ¢t — 1 — s new columns. If
a column was made by dividing a previous column into parts
of length 2¢~1, then it will not be used for constructing new
columns. The algorithm ends when there are no new columns
that can be created.

The way in which the elements of each new column
are partitioned and rearranged guarantees that every column
constructed is orthogonal to all the previous ones. Also, the
number of columns that will be created is 2!

Since we aim to construct a symmetric OLHD L, we only
need to construct the first half of each column of the design.
The second half can be made from the first half by negating
it. For ease of reference, we will use ¢; to denote the first
half of the ¢-th column of L, i.e. the whole column will be
[cF' — cI]T. Thus, our algorithm constructs the upper half
C =c1 ¢a...c—1] of the SOLHD L and then obtains L as
[CT —CT]T. Also, we can omit the multiplication by  in the
steps of the method, since it does not alter the orthogonality
or the symmetry, and we can multiply all the columns that we
will have created by 3 in the end.

A. Vector Division Algorithm

Throughout the algorithm we will use the following notation:
- a: s: b denotes the vector [a,a + s,a + 2s, ...,a + ns],
with a + ns < b, i.e. the vector that begins with a and
moves with step s until it surpasses b. If s = 1, we denote
a:b.

- v(i) denotes the i-th entry of vector v. If 4 is a vector,
v(7) denotes the vector comprised by the corresponding
entries of v.

- A(4,j) denotes the (4, j) entry of matrix A € R"*™. If ¢
and/or j are vectors, then A(%, j) denotes the submatrix of
A comprised by the corresponding entries of A as defined
by i and j. A(:, ) will be shorthand for A(1 : n,j) and
A(i,:) will be shorthand for A(7,1: m).

We will also consider the following functions readily available:

- zeros(n,m) returns an n X m matrix with all its entries
equal to zero.

- length(v) returns the length of vector v.

First, we create the function VD that reads a vector ¢ and

a value k and applies the VD procedure on c¢ by dividing it
into parts of length 2, reversing the order of the elements of
each part and negating the second half of each part.

function c=VD(c.k)
m < length(c)/(2%)
%m is the number of the parts in which ¢ will be divided
fori=1:m
9%Reversion of the elements of part ¢
c(i-28 —2F +1:4-28) «c(i-2F: —1:7-2F -2k 1)
%Negation of the second half of part ¢
c(i-2k =2k 14 2k=1 4. 2k)
—c(i-2k =2k 41 4 2k=1 . 2F)
end

In the following example, we demonstrate the VD pro-
cedure, as executed by function VD(c k), for ¢ =
1 35 7 9 11 13 15| and k=1.

Example 1. Function VD(c k),
1 35 7 9 11 13 15 and k=1
m = 8/2' = 4, i.e. ¢ will be divided into 4 parts of length 2:

[1 3[5 7|9 11]13 15"

for c =

Iteration ¢ = 1, ..., 4 begins:

i=1

c(i-2F —2F +1:i-2")=¢(1:2) «
c(i-2F:—1:43-2F —2F 4+ 1) =¢(2: -1:1)

c=[3 1|5 7|9 11|13 15]"

c(i-2F —2F 4 14 2F71 4. 2k) = ¢(2) «
—c(i-2F =2k 4142711 2k) = —¢(2)

c=[3 1|5 7]9 11|13 15]"

1=2
c(3:4) «c(4:—-1:3)

c=[3 —1|7 5]9 11]13 15"
c(4) «+ —c(4)
c=[3 —-1]|7 -5|9 11|13 15]"

c(g:6)<—c(6:—1:5)
[3 —1]7 —5]11 9]13 15]"
¢(6) « —c(6)

c=[3 —1]|7 -5|11 —9]13 15]"

Cc

o(T:8)«c(8:—1:7)

c=[3 —-1|7 -5|11 —9]15 13"
c(8) +— —¢(8)

c=[3 —-1]7 -5]11 -9]15 —13]"

Iteration ¢ = 1,...,4 ends
Finally,
c=[3 -1 7 -5 11 -9 15 —13]7

Next, we present the function LHD that reads a value ¢
and returns a SOLHD of order 2¢ x 2!~!. As we mentioned
before, depending on how a column was constructed, we
apply the VD procedure accordingly in order to make new
columns. Thus, we need a 1 x 2!~! vector d whose every entry
d(7) stores the information needed in order to construct new
columns from column ¢;. More specifically, d(i) will have a
value s which will correspond to the lengths 2%, 25F1, ... 2t=1
of each part in which column ¢; will have to be divided. If
d(i) = t, ¢; will not be used for creating new columns.



function L=LHD(t)
p < 1 %counter for the number of constructed columns
d < zeros(1,2!71)
%We create matrix C, where we will store all the
%columns ¢; = C(:,4) that we will construct.
C + zeros(2t=1 2t=1)
%Create c; = C(:,1)
C(,p)«[1:2:2t 17T
d(p) « 1
p+—p+1
%Construct cs, ..
for i =1:2!"!
if d(i) <t
for j=d(i):t—1
C(:,p) « VD(C(:,),5)
dip) < j+1
p—p+1
end
end
end
L+ 1/2-[CT,-CcT)T

.y Cot—1

Complexity of the algorithm

The function LHD, constructs a SOLHD of order 2t x 2¢t—1
without performing any floating point computations and thus
without introducing any rounding error. It requires only per-
mutations and negations of columns that are executed rapidly.
In the next table we demonstrate the execution times required
for the construction of SOLHDs of various orders.

Time (sec)
1.999855041503906 -
3.000020980834961 -
9.000062942504883 -
1.900005340576172 -
4.099988937377930 -
9.299993515014648 -

0.212000131607056
0.497999906539917
1.203000068664551

Table 1
EXECUTION TIMES OF LHD(t), FORt = 4,...,12

—
Bo B ©w-1o o~

B. An illustrative example

Next, we present the detailed execution of the function
LHD(t), for t = 4, that results in a SOLHD of order 16 x 8.

Example 2. Function LHD(t), for t =4
p < 1, d <+ zeros(1,2*71), C « zeros(23,23)
Cp)=C(:,1) «[1:2:24 —1]
c:1)=[1 3 5 7 9 11 13 15"
dip)=d(1l) + 1,p+ 2
Iteration i = 1, ..., 23 begins:
1=1
di)=dl)=1<t=4

Iteration j = d(1),...,4 — 1 = 1,2, 3 begins:
J=1
C(;,p) =C(:,2) < VD(C(:,4),j) = VD(C(:,1),1)

c(2)=[3 -1 7 -5 11 -9 15 —13]7

)
dp)=d(2) <« j+1=14+1=2,p«3
j:

C(:,p) = C(:,3) « VD(C(:,i),5) = VD(C(:1),2)

c(3)=[7 5 -3 -1 15 13 —-11 -9

j =
C(:,p) =C(:,4) « VD(C(:,1),j) =VD(C(:,1),3)

CH4)=[15 13 11 9 -7 -5 -3 -1

dp)=d4)«+j+1=3+1=4,p«5
Iteration 7 = 1,2, 3 ends
=2
dii)=d(2)=2<t=4
Iteration j = d(2),...,4 — 1 = 2,3 begins:
j=2
C(:,p) =C(:,5) <« VD(C(:4),5) =VD(C(:2),2)

C:5)=[-5 7 1

) -3 —-13 15 9 -—11]"
dlp)=d(5)«+j+1=241=3,p«6

w

] =
C(:,p) =C(:,6) « VD(C(:,4),5) =VD(C(:,2),3)

C(:,6)=[ —13 15

dp)=d6)+ j+1=3+1=4,p+ 7
Iteration 7 = 2,3 ends
i=3
dii)=d3)=3<t=4
Iteration j = d(3),...,4 — 1 = 3 begins:
j=3
C(,p)=C(:,7) < VD(C(:4),j) =VD(C(,3),3)

-9 11 5 -7 1 =3

CT) =] -9

dp)=d(7)+j+1=3+1=4,p«+ 8
Iteration 7 = 3 ends

-1 13 15 1 3 -5 -7

1=4
dii)=d(4)=4£Lt=4
1=25

di@i)=d(b)=3<t=4
Iteration j = d(5),...,4 — 1 = 3 begins:
j=3
C(,p) =C(:,8) «— VD(C(:4),5) =VD(C(:5),3)
C(,8)=[ 11 9 15

-13 3 -1 -7 5]

dlp)=d8)«+j+1=34+1=4,p«9
Iteration 7 = 3 ends
1=06



di)=d(6)=4£t=
1=7
di)=d(T)=4<Lt=4
1=28
dii)=d8)=4£t=4

Iteration ¢ = 1, ..., 23 ends
Le1/2-[CT,—CT|T

Finally,
[ 1 3 7 15 -5 =13 -9 —11]
3 -1 5 13 7 15 —11 9
5 7 -3 11 1 -9 13 15
7 -5 -1 9 -3 11 15 -13
9 11 15 -7 -13 5 1 3
11 -9 13 -5 15 -7 3 -1
13 15 —11 -3 9 1 -5 =7
L_; 5 -13 -9 -1 —-11 -3 -7 5
21 -1 -3 -7 -15 5 13 9 11
-3 1 -5 —-13 -7 —-15 11 -9
-5 =7 3 —-11 -1 9 —13 —15
-7 5 1 -9 3 —11 —-15 13
-9 —11 -15 7 13 -5 -1 -3
—11 9 —13 5 —15 7 -3 1
—-13 —-15 11 3 -9 -1 5 7
-15 13 9 1 11 3 7 —5]

By evaluating the correlation matrix of L, we get

B 12
- 16(162 — 1)

which means that L is orthogonal.

R LTL = Is,

III. COMPARISON WITH OTHER METHODS

In [7], Sun, Lin and Liu developed a method attaining
the construction of symmetric orthogonal Latin hypercube
designs of order 2! x 2'=1, ¢ € N. Next, we briefly describe
their approach.

The Sun et al. method
Step 1. For ¢ =1, let
1 1 1 2
s=i =l )

Step 2. For ¢ > 1, define S, and T, as

Se_1 —SF_
Sc = ¢ i ! )
|:SC—1 S(:—1:|
T — Te 1 —(Try + 27188 y)
CT T+ 2718, T4 ’

where the * operator works on any matrix with an even

number of rows by multiplying the entries of the top half of the
matrix by —1 and leaving those in the bottom half unchanged.

Step 3. Let H. =T, — S./2, L. = (HY, —H")T

Example 3. For ¢ = 1:

For ¢ = 2:

For ¢ = 3:

S3

T5 =

11 1 2
Sl - |:1 _1:| 7T1 - |:2 _1:| )
11 3
H; 2{3 _1] and
1 3
1] 3 -1
Li=511 _3
-3 1
1 1 1 1]
1 -1 -1 1
S2=17 1 1 4|
1 -1 1 -1
1 2 3 4]
2 -1 —4 3
=1g 4 1 9|
4 -3 2 -1
1 3 5 7
113 -1 -7 5
H=3515 7 -1 _g| and
7 -5 3 -1
1 3 5 7
3 -1 -7 5
5 7 -1 -3
11 7 -5 3 -1
Lo=514 3 5 _7
-3 1 7 -5
-5 -7 1 3
-7 5 -3 1]
1 1 1 1 1 1 1
1 -1 -1 1 1 -1 -1
1 1 -1 -1 -1 -1 1
1 -1 1 -1 -1 1 -1
1 1 1 1 -1 -1 -1
1 -1 -1 1 -1 1 1
1 1 -1 -1 1 1 -1
1 -1 1 -1 1 -1 1

0 O Ui Wi

-1 -4 3 6 -5 -8
4 -1 -2 -7 =8 )
-3 2 -1 -8 7 —6
6 7T 8 -1 -2 -3
-5 =8 7T =2 1 4
8 =5 —6 3 4 -1
-7 6 =5 4 =3 2




1 3
3 -1
5 7
1|7 =5
Hs=3519 1
11 -9
13 15
|15 —13
and
! 3
3 -1
5 7
7 =5
9 11
11 -9
13 15
1| 15 —13
L?’_i -1 -3
-3 1
-5 =7
-7 5
-9 —-11
—11 9
-13 —15
-15 13

) 7 9
-7 ) 11
-1 -3 -13

3 -1 -15
13 15 -1

—15 13 -3
-9 -11 5
1 -9 7

) 7 9
-7 5 11
-1 -3 -13
3 -1 -15

13 15 -1
—15 13 =3

-9 -11 )

11 -9 7

-5 =7 -9

7T =5 -1
1 3 13

-3 1 15
—-13 -15 1

15 —-13 3

9 1 -5
—11 9 =7

11

15
—13
3
-1
-7
5

13
—15

—11
-5

-1
3

15]
13
11

-7
-5

-1

In the next example, we prove that the 16 x 8 SOLHD
produced by the VD algorithm is isomorphic to the one
produced by the Sun et al. method, i.e. one can be obtained
by the other by interchanging and negating columns.

Example 4. Matrix L of Example 2 and matrix L3 of
Example 3 are isomorphic. More specifically, by rearranging
and negating the columns cy, ...,cg of L as follows

[Cl Cp —Cy; €3 —Cr —Cg —Cg 04]

we get matrix Ls.

It can also be proved that the SOLHDs of orders 32 x 16,
64 x 32 and 128 x 64 constructed by the VD algorithm are
isomorphic to the corresponding SOLHDs provided by the Sun
et al. method. A general proof for the equivalence between the
two approaches is under study.

IV. CONCLUSIONS

In this work we developed an algorithm constructing sym-
metric orthogonal Latin hypercube designs of order 2¢ x 2¢~1,
The algorithm requires no floating point operations and thus
it is effective and introduces no rounding error. The obtained
Latin hypercube designs have good properties and can be used
in many statistical applications. We compared our method
with the one introduced by Sun et al. and we concluded
that the resulting designs are isomorphic. A general proof for
the equivalence between the two methods is under study. For
future work, we consider combining this algorithm with other
methods in order to produce Latin hypercube designs of other
orders and with different properties.
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