
Some Initial Value Problems Containing a LargeParameterGeorge SmyrlisDepartment of Produ
t and Systems Design EngineeringUniversity of the AegeanHermoupolis 84 100Syros, GREECEgsmyrlis�syros.aegean.grandVassilis G. Papani
olaouDepartment of Mathemati
sNational Te
hni
al University of AthensZografou Campus157 80, Athens, Gree
epapani
o�math.ntua.grDe
ember 22, 2004Running title : Problems 
ontaining a Large ParameterConta
t author:Vassilis G. Papani
olaouDepartment of Mathemati
sNational Te
hni
al University of AthensZografou Campus157 80, Athens, Gree
eTel: ++30 210 772 1722Fax: ++30 210 772 1775E-mail: papani
o�math.ntua.gr
1



Abstra
tWe derive the asymptoti
 behavior of the solution of the problem.w00(t) + �t w0(t) +B2�(t)2w(t) = 0; t > 0;w(0) = 1; w0(0) = 0;as B !1. Here � > 0 and �(t) > 0. We also dis
uss the asymptoti
s ofthe nonlinear S
hr�odinger-type problemu00 + �t u0 + u2p+1 = 0; t > 0;u(0) = 
; u0(0) = 0;as 
 !1.Key words and phrases. Equations 
ontaining a large parameter,WKB, asymptoti
 mat
hing.2000 AMS subje
t 
lassi�
ation. 34E05, 34E10.
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1 INTRODUCTIONConsider the initial value problemw00(t) + �t w0(t) +B2�(t)2w(t) = 0; t > 0; (1)w(0) = 1; w0(0) = 0; (2)where �(t) is twi
e 
ontinuously di�erentiable and stri
tly positive on a giveninterval [0; b℄, � is a �xed stri
tly positive real number, and B is a large param-eter.Su
h problems arise, e.g., when we are interested in the behavior of theradially symmetri
 and bounded solution of the multidimensional equation�w +B2�(r)2w = 0(where r =px21 + � � �+ x2n), as B !1.In Se
tion 2 of this note we 
ompute the asymptoti
s of w(t), as B !1, using spe
ial Liouville-type transformations, asymptoti
 mat
hing, and theWKB approximation.In Se
tion 3 we dis
uss the asymptoti
s of the solution u(t) of the nonlinearproblem u00 + �t u0 + u2p+1 = 0; t > 0;u(0) = 
; u0(0) = 0;as 
 ! 1. In the 
ase where � is a positive integer, the above equation isequivalent to a multidimensional nonlinear S
hr�odinger equation with radialsymmetry. Using the results of Se
tion 2 we derive heuristi
ally the behavior ofthe amplitude of the solution, as 
 !1.The 
ase � = 2 whi
h is spe
ial and somehow easier to handle has beenanalyzed in [3℄.2 THE LINEAR PROBLEMLet b > 0 be a �xed number and 
onsider the problem (1){(2), where �(t)is a stri
tly positive fun
tion in C2[0; b℄. We are interested in the asymptoti
behavior of the solution w(t), t 2 [0; b℄, as B !1.2.1 The Case 0 < � < 1In this 
ase we introdu
e the 
hange of variablest = z�; where � = 11� � > 1; (3)3



and to make things 
lear we set v(z) = w(t): (4)In view of the above transformation, a straightforward 
al
ulation yields that(1){(2) is equivalent tov00(z) + �2B2z2��2�(z�)2v(z) = 0; z > 0; (5)v(0) = 1; v0(0) = 0: (6)The WKB theory together with asymptoti
 mat
hing (see, e.g., [1℄) impliesthat in some region I of the formz � (1=B)� ; � > 0 (7)the so-
alled physi
al opti
s approximation to v(z) isvI(z) � [Q(z)℄�1=4 fC1 
os[BS0(z)℄ + C2 sin[BS0(z)℄g ; as B !1; (8)where Q(z) = �2z2��2�(z�)2; (9)S0(z) = Z z0 pQ(�) d� = Z z0 ����1�(��) d� = Z z�0 �(�) d� (10)and C1; C2 are 
onstants (to be determined). It will be 
onvenient for thesequel to rewrite the approximate formula (8) as follows:vI(z) � C�1p�z��1�(z�) 
os"B Z z�0 �(�) d� + �4� � �4# ++ C�2p�z��1�(z�) sin"B Z z�0 �(�) d� + �4� � �4 # ; (11)where z is in region I and C�1 ; C�2 are 
onstants. The fa
t that �(t) > 0, fort > 0, guarantees that, for z bounded away from zero, the di�eren
e betweenthe exa
t solution v(z) of (1){(2) and vI(z) is of order 1=B, as B !1.In order to determine region I (i.e. to estimate � of (7)), we have to 
he
k(see [1℄) the validity of the following two 
riteriaBS0 � S1 � S2=B; S2=B � 1; as B !1; (12)whereS1(z) = �14 ln[Q(z)℄; S2(z) = � Z z � Q00(�)8(Q(�))3=2 � 5(Q0(�))232(Q(�))5=2 � d�: (13)4



For typographi
al 
onvenien
e let us set�0 = �(0) > 0:Then, as z ! 0+, i.e. when z � 1 (see (9), (10), and (13)), we haveQ(z) � �2�20z2��2; S0(z) � �0z�; S1(z) � �12 ln (��0)� �� 12 ln zand S2(z) � 
1z�� + 
2;where 
1 and 
2 are 
onstants. Taking into a

ount the above approximations,we infer that the 
riteria (12) are satis�ed forz(ln z)1=� � (1=B)1=� ; as B !1:It follows from the above that the region I 
an be taken as in (7) where � is anynumber satisfying � < 1�: (14)Next, we turn to the analysis of the problem (1){(2) in region II, i.e. forz > 0; z � 1. In this region, the WKB approximation is not valid be
ause Qhas a (multiple) zero at 0. Nevertheless, we may solve the approximate problemv00(z) + B2�2�20z2��2v(z) = 0; (15)v(0) = 1; v0(0) = 0; (16)in terms of Bessel fun
tions. Indeed, the general solution of (15) is (see, e.g.,[1℄) v(z) = pz �CJ1=(2�)(�0Bz�) +DJ�1=(2�)(�0Bz�)� ; z > 0;where C; D are 
onstants.The series expansions of Bessel fun
tions imply thatfor z > 0,J1=(2�)(�0Bz�) = (�0B=2)1=(2�) z1=2F (z); J�1=(2�)(�0Bz�) = (�0B=2)�1=(2�) z�1=2G(z);where F (z) = 1Xn=0 �� 14�20B2z2��n� �n+ 12� + 1� ; F (0) = 1� �1 + 12�� ;�(�) being the Gamma fun
tion, andG(z) = 1Xn=0 �� 14�20B2z2��n� �n� 12� + 1� ; G(0) = 1� �1� 12�� ; G0(0) = 0:Then v(z) = ��0B2 �1=(2�) CzF (z) + (�0B=2)�1=(2�)DG(z); z � 0;5



and, hen
e, by using the initial 
ondition (16) we getC = 0; D = ��0B2 �1=(2�) ��1� 12�� :Consequently,vII(z) = ��0B2 �1=(2�) ��1� 12��pzJ�1=(2�)(�0Bz�); z > 0; z � 1:(17)It is 
lear from the above mentioned work that vI; vII given by (11), (17)respe
tively, have a 
ommon region of validity (overlap region), namely,(1=B)1=� � z � 1; B !1:In order to to mat
h these two approximate solutions, we must further approx-imate them in the overlap region.First, we 
onsider vI(z). For (1=B)1=� � z � 1 (B !1), z is \small", sowe have �(t) � �0t; as t! 0+;and thus (see (11)),vI(z) � 1p�0�z��1 hC�1 
os��0Bz� + �4� � �4� + C�2 sin��0Bz� + �4� � �4�i(18)Next, we 
onsider vII(z). In the overlap region we have Bz� ! 1, asB ! 1, so it is ne
essary to approximate the Bessel fun
tion J�1=(2�)(�) byits leading asymptoti
 behavior for \large" positive argument. The appropriateformula is (see, e.g., [1℄)J�1=(2�)(x) �r 2�x 
os�x+ �4� � �4� ; as x!1; (19)whi
h impliesJ�1=(2�)(�0Bz�) �r 2��0Bz� 
os��0Bz� + �4� � �4� ; z � (1=B)1=� ; B !1:Now (17) 
ombined with the above asymptoti
s givesvII(z) � ��0B2 �1=(2�) ��1� 12��r 2��0Bz��1 
os��0Bz� + �4� � �4� ;(20)for 1� z � (1=B)1=�.Requiring that (18), (20) mat
h on the overlap region we obtainC�2 = 0; C�1 = B 12�� 12r2�� ��02 �1=���1� 12�� :6



In summary, the approximations to v(z) in ea
h of the regions I, II are thefollowing:vI(z) � B 12�� 12r 2� ��02 �1=���1� 12�� 1pz��1�(z�) 
os B Z z�0 �(�) d� + �4� � �4! ;for z � (1=B)1=�, B !1,andvII(z) � ��0B2 �1=(2�) ��1� 12��pzJ�1=(2�)(�0Bz�); z > 0; z � 1; B !1:A

ordingly, in the 
ase 0 < � < 1 the approximations to the solution w(t)of the original problem (1), (2) are the following:wI(t) � B 12�� 12r 2� ��02 �1=���1� 12�� t1=(2�)pt�(t) 
os�B Z t0 �(�) d� + �4� � �4� ;(21)for t� 1=B, B !1,andwII(t) � ��0B2 �1=(2�) ��1� 12�� t1=(2�)J�1=(2�)(�0Bt); t > 0; t� 1; B !1;(22)where � is given by (3).2.2 The Case � > 1If � > 1, we use the transformationw(t) = z�1v(z); t = z�;where � = 1�� 1 > 1: (23)A straightforward 
al
ulation yields that (1){(2) is equivalent tov00(z) + �2B2z2��2�(z�)2v(z) = 0; z > 0; (24)v(0) = 0; v0(0) = 1: (25)By using similar arguments as in the 
ase � < 1 we getvI(z) � B� 12�� 12r 2� ��02 ��1=���1 + 12�� 1pz��1�(z�) 
os B Z z�0 �(�) d� � �4� � �4! ;7



for z � (1=B)1=�, B !1,andvII(z) � ��0B2 ��1=(2�) ��1 + 12��pzJ1=(2�)(�0Bz�); z > 0; z � 1; B !1:Thus,wI(t) � B� 12�� 12r 2� ��02 ��1=���1 + 12�� t�1=(2�)pt�(t) 
os�B Z t0 �(�) d� � �4� � �4� ;t > 0, t� 1=B, B !1,wII(t) � ��0B2 ��1=(2�) ��1 + 12�� t�1=(2�)J1=(2�)(�0Bt); t > 0; t� 1; B !1;where � is given by (23).Sin
e (3) and (23) give� 12� = �� 12 (when 0 < � < 1) and 12� = �� 12 (when � > 1);we observe that the last two approximations and (21),(22) have exa
tly the sameform. Consequently, (21), (22) are valid for every � 6= 1. We summarize ourresults in the following theorem.Theorem. Let w(t) be the solution of the problem (1){(2), where t 2 [0; b℄and � 6= 1. Then, in region I, i.e. when t� 1=B, as B !1,wI(t) � 1B�=2r 2� ��02 �(1��)=2 ���+ 12 � 1t�=2p�(t) 
os�B Z t0 �(�) d� � ��4 � ;(26)while in region II, i.e. when t > 0, t� 1, as B !1,wII(t) � ��0B2 �(1��)=2 ���+ 12 � t(1��)=2J(��1)=2(�0Bt): (27)Remarks. (i) We believe that the above formulas are valid even for � = 1.(ii) Sin
e J1=2(x) = p2p� sinxpx ;if we set � = 2 in (26) and (27), the formulas redu
e tow(t) � sin hB R t0 �(�)d�iB�1=20 �(t)1=2t ;8



valid for all t 2 [0; b℄. This agrees with the formula given in [3℄.(iii) It would be ni
e to have a Langer-type formula for w(t), namely anasymptoti
 formula whi
h is uniformly valid for all t 2 [0; b℄, as B ! 1. Infa
t, if �0(0) = 0;one 
an 
he
k that the solution w(t) of (1){(2) satis�esw(t) � ��0B2 �(1��)=2 ���+ 12 � t(1��)=2s S(t)t�(t)J(��1)=2 [BS(t)℄ ; for all t 2 [0; b℄;(28)where S(t) = Z t0 �(�) d�:Unless � = 2, one needs the 
ondition �0(0) = 0 in order for the expressionshown in (28) to satisfy the initial 
ondition w0(0) = 0.3 THE NONLINEAR PROBLEMLet us now 
onsider the nonlinear initial value problemu00 + �t u0 + u2p+1 = 0; t > 0; (29)u(0) = 
; u0(0) = 0; (30)where p � 1 is a positive integer and � > 0 (noti
e that, if � is an integer,then u00+(�=t)u0 is the (�+1)-dimensional radial Lapla
ian of u, hen
e (29) isa radially symmetri
 multidimensional nonlinear S
hr�odinger equation). Againthe boundary 
onditions must be interpreted in the right way, i.e. as limitswhen t! 0+.Proposition. The problem (29){(30) has a unique solution for all t > 0.Proof. We �rst noti
e that (29){(30) are equivalent to the integral equationu(t) = 
 � Z t0 t1���� � �1� � u(�)2p+1d�; (31)where the integrand makes sense even for � = 1, sin
e in this 
ase it be
omesu(t) = 
 � Z t0 � (ln t� ln �) u(�)2p+1d�:We must, therefore, look at the mapF [u℄(t) = 
 � Z t0 t1���� � �1� � u(�)2p+1d�;9



mapping C[0; "℄ into itself, for any given " > 0. It is easy to see that, if " is
hosen suÆ
iently small, then F is a 
ontra
tion, namelykF [u℄�F [v℄k1 � 
 ku� vk1 ;where 
 < 1. Hen
e F has a unique �xed point u in C[0; "℄ whi
h is the uniquesolution of (31) in [0; "℄ (and it is automati
ally smooth). Then the globalexisten
e and uniqueness follows by the fa
t that the energyE(t) = u(t)2p+2 + (p+ 1)u0(t)2 (32)is de
reasing. �The solution u(t) of (29){(30) is highly os
illatory, due to the term u2p+1, butwith a de
reasing amplitude of os
illation, due to the dissipative term (�=t)u0.Using the expression (32) for the energy, we 
an de�ne the amplitude of os
il-lation as (the same de�nition was used in [3℄)A(t) = E(t)1=(2p+2): (33)Let 0 = t00 < t01 < t02 < � � � be the (positive) zeros of u0(t). ThenA(t0j) = ��u(t0j)�� = (�1)ju(t0j): (34)In [2℄, it was shown that for a �xed j � 0,t0j+1 � t0j = 
p2
p +O �
�2p� ; as 
 !1; (35)where the 
onstant 
p is given by
p = 4pp+ 1 Z 10 dxp1� x2p+2 = 2p�p(p+ 1) �� 12p+2��� p+22p+2�The problem we want to dis
uss here is: For a given b > 0 determine the(leading) asymptoti
 behavior of A(b), as 
 !1.As it was shown in [3℄, for any 
 > 0 there is an n = n(
) � 0 su
h thatt02n � b < t02n+2:We set b� = t02n (36)(b� depends on 
 and b; in parti
ular b� � b). Thus u(b�) is a lo
al maximumof u(t) and u(b�) = A (b�) : (37)10



Noti
e that (35) implies that, as 
 !1,b� b� = O �
�p� ;whi
h, in turn gives (see (33))A(b)�A (b�) = O �
1�p� ; (38)hen
e, in order to estimate A(b), it suÆ
es, thanks to (37) and (38), to estimateu(b�).By setting u(t) = 
u1(t); (39)(29){(30) 
an be written asu001 + �t u01 + 
2pu2p+11 = 0; t > 0; (40)u1(0) = 1; u0(0) = 0: (41)We propose the following heuristi
 way to estimate u1(b�) as 
 ! 1. Ap-plying (26) to (40), (41) for �(t) = ju1(t)jp (hen
e �0 = 1), B = 
p, we obtainthat for t > 0, t� 1=
p,u1(t) � 1
p�=2r 2� �12�(1��)=2 ���+ 12 � 1t�=2ju1(t)jp=2 
os�
p Z t0 ju1(�)jp d� � ��4 � ;as 
 !1, or, due to (39),u(t) � 
1+[p(1��)=2℄r 2� �12�(1��)=2 ���+ 12 � 1t�=2ju(t)jp=2 
os�Z t0 ju(�)jp d� � ��4 � :(42)It should be kept in mind that (42) is valid as long asA(t)!1; as 
 !1: (43)Formula (42) implies that, under (43),ju(t)j(p+2)=2 � 
1+[p(1��)=2℄r 2� �12�(1��)=2 ���+ 12 � 1t�=2 ����
os�Z t0 ju(�)jp d� � ��4 ����� ;orju(t)j � 
(p+2�p�)=(p+2)� 1��1=(p+2) 2�=(p+2)���+ 12 �2=(p+2) 1t�=(p+2) ����
os�Z t0 ju(�)jp d� � ��4 �����2=(p+2) ;as 
 !1.Therefore, as 
 !1,A(b) � 
(p+2�p�)=(p+2)� 1��1=(p+2) 2�=(p+2)���+ 12 �2=(p+2) 1b�=(p+2) ;11



as long as A(b)!1, as 
 !1, i.e. whenp(�� 1) < 2:If, on the other hand, p(�� 1) � 2, thenA(b) = O(1); as 
 !1:The 
ase � = 2 redu
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